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## Preface

## General part

I started to write this book in 1994 when I took over the teaching of the antenna course at Chalmers University of Technology (Chalmers). That is 20 years ago now, and a lot of developments have happened with the antenna technology during these years, as a result of the digital revolution and the growth of the mobile wireless communications. My research group has been a major front line player in this development, and my textbook has gradually evolved together with the technological development. My intention is that it shall continue to evolve in the years to come. There are more opportunities in the wireless revolution that requires rethinking and reordering, and not the least cleaning up the terminology. This book is the start of such a process.

The antenna engineer of today must know the basic antenna theories and principles in order to find good and innovative initial antenna geometries, he or she must know the electromagnetic (EM) simulation tools in order to verify the initial design, and he or she must know how to optimize the antenna on system level in order to provide the best overall antenna solution. The latter requires also some knowledge of propagation, signal processing, and communication and radar systems. Therefore, my textbook puts a lot of attention to the characterization on system level. This has been done by introducing a reference environment for multipath, referred to as Rich Isotropic MultiPath (RIMP) (Chapter 3). RIMP is a logical compliment to the normal "free space" or anechoic reference environment (Chapter 2), which in propagation terminology could be called a pure Line-Of-Sight (LOS environment. There is one chapter associated with each of these reference environments. Chapter 3 naturally handles MIMO arrays, i.e., the multi-port antenna arrays used in the digital mobile communications systems. Such arrays link to the classical array antennas in Chapter 10 via the embedded element far-field function, and the embedded element efficiency. The latter represents a fundamental limitation on gains of dense arrays and explains the classical element-gain paradox in classical arrays (Chapter 11).

When introducing new and modern material in a textbook, some traditional parts need to be removed or compacted. I did this very early during the 20 years writing period, by building up a new EM foundation for antenna theory based on radiation from incremental current sources (Chapter 4). Note the term incremental. This send the right signals to the reader: All radiation problems can be reduced to an integral or summation over the incremental sources. To make this complete I decided to introduce the Huygens source, which is a specific linear combination of an electric and magnetic current. The Huygens source plays a major role in determining the fundamental limitations of the directivity on small antennas
(Chapter 11).
The terms that characterize this textbook the best are rethinking and reordering. Several new terms have been defined, and they have during the years gradually been accepted. The most important being the fact that wireless devices with multiport antennas can be characterized in chambers with reflecting metal walls (reverberation chambers). The reverberation chambers emulate RIMP. This is a complete contrast to traditional anechoic "free-space like" chambers, so it took 10-14 years before this was generally accepted, after it was introduced in year 2000 . This introduction has together with the definition of a digital threshold receiver (Chapter3) opened up a complete new world of opportunities. By the latter definition the rethinking can continue.

The intermediate chapters between Chapters 4 and 11 contain the theory of the most common antenna types. These chapters are supported by a MATLAB handbook, which contains the programs that have been used to produce all the design curves. Therefore, the students can use them during their work with the exercises, and later in professional work situations to make initial antenna designs. The theories in these chapters contain in principle classical design formulas, but the derivations have been modernized. This was done quite early by starting from the incremental currents (introduced in Chapter 4), and using the modern Method of Moments (MoM) introduced in Chapter 4 as a general concept for deriving traditional impedance formulas. This can be achieved by using one physical basis function. The MoM is generally often referred to as Galerkin's method. I have myself a background in MoM via R.F. Harrington's book, and I have also several papers myself related to MoM combined with spectral domain approaches (Chapter 6). I find the MoM theory very good for understanding radiation phenomena. The whole Chapter 4 is built up using MoM as a way of thinking.

I have at the end of this preface, proposed a list of learning goals for students using this textbook.

## Previous book versions

The book was published first time in 2000 by a publisher in Sweden, who has no more rights to the material. The present version is updated and the major Chapters 3 and 11 have been added. This update started in 2009, and the manuscript has since then been used as a compendium in my Antenna Engineering course at Chalmers.

## About the citations

The reader will from the previous versions of it understand that the textbook is very special, because it contains a lot of rethinking. As a result, there are many self-citations, with the purpose of having scientific documentation of all the rethinking. This is of course sensitive. Therefore, I have asked my friend Professor Stefano Maci to add references to alternative well proven and accepted approaches, at the end of almost all chapters under the title Complementary Comments. He is a Director of the European School of Antennas and as such he is very well aware of most approaches used in antenna theory and design, so he is the right person to do this. I hope that this way of giving credit to others' approaches will make my book more acceptable.

## Acknowledgments

Several persons have been of help in developing and giving feedback related to this material during the years, most of them once being a member of my antenna research group at Chalmers and having a PhD from me. I am thankful to them all. I will here only specifically mention the major later contributions: My younger daughter Susanne transferred the whole manuscript from Framemaker to $\mathrm{A}^{\mathrm{A}} \mathrm{T}_{\mathrm{E}} \mathrm{X}$ in 2012. This included also an improvement and extention of Chapter 3 and the new Chapter 11. Dr Nima Jamaly generously offered himself to go carefully through the new manuscript with pencil, pointing out typographical errors and places where the explanations could be better, and proposing many specific language improvements. He did a fantastic job, being thorough and accurate. Dr Ulf Carlberg is the author of the latest version of the Matlab handbook. He rebuilt and improved everything and extended it to be able to produce 16 pages with illustrative 3D color graphs of 3D radiation patterns and contour uv-plots. My older daughter Madeleine implemented all these improvements in the $\mathrm{IAT}_{\mathrm{E}} \mathrm{X}$ files, updated the book with the new color graphs, and made corrections in page layout, text and figures, in particular in Chapter 3 (multipath) and 11 (fundamental limitations). The nice cover page of the 2014 compendium was designed by Philip Sjöqvist, and this is also used in the final version. I am also very thankful to Master student Wenjie Yu who in Autumn 2013 gave me a list of 36 small errors in the equations. It was a remarkable achievement to go through everything so carefully. I should also specifically mention 2 Master students from 2003, Roman Iustin and Lorens Al-Hazam, who really went through the book in detail and gave good feedback. As a results they got also very high scores on the exam. No-one has ever done so good exams in the course as they then did, both of them.

The following persons have helped finalizing the book manuscript for printing during Autumn 2014: Madeleine helped with some Matlab programs and graphs and implemented all changes carefully in the book using $\mathrm{LA}_{\mathrm{EX}}$ Dr Xiaoming Chen helped to further extend Chapter 3, Abbas Vosoogh helped with producing new results on realized gain limitations of classical arrays in Chapter 11, and I had several long discussions with Professor Stefano Maci in particular on the material in Chapters 4 and 11.

I got very good help with the final proofreading of different chapters in February 2015 from Professor Jian Yang, Dr Rob Maaskant, Dr Ashraf Uz Zaman and Dr Andrés Alayón Glazunov, all members of my research group.

The Matlab handbook was originally written in Mathcad by myself. Ahmed Hussain transformed the Mathcad programs to Matlab in 2009, with an emphasis on the pedagogical aspects. I am thankful to Professor Zvonimir Sipus for his thorough discussions and help with in particular Chapter 6 during the first years. Jan Olof Yxell at Chalmers made several of the original drawings in the book. I am thankful for numerous discussions with Professor Jan Carlsson about many topics in the book, and in particular for writing Appendix F with matrix descriptions on N -port circuits.

## Some more characteristics of the textbook

In antennas as well as in other sciences, knowledge and know-how is important. However, there is another art which is even more important, and without which we cannot create new knowledge: imagination. Imagination is defined in Webster's dictionary as "the act or
power of creating mental images of what has never been actually experienced, or of creating new images or ideas by combining previous experiences". My emphasis when writing the book has been to make compact vector formulations of the theory and to illustrate the interpretation of the theory. Hopefully, this will enhance the reader's imagination. I make frequent use of equivalent sources, making it easier to generate mental images of complicated equations.

Modern antenna designs are more and more often based on computer-aided design (CAD). This involves running computer programs that have been bought from a commercial software vendor or acquired with or without cost from specialists in the field. Therefore, the antenna designer of today needs an overall knowledge and understanding of the characteristics and limitations of the different analysis methods. In addition, some analytical skill is needed in order to make fast initial designs and to develop simple solutions for special cases for verification of the computations. Also, there may often be a need to combine different analysis methods and software. In such cases, the designer needs enough analytical and theoretical background to do the combination correctly. In order to satisfy these needs I have tried to make the mathematical formulations as compact and simple as possible. This has been done by consequently using the vector notation, as vectors are very easily programmed nowadays. In addition, the mathematical notation is considerably simplified by making use of equivalent currents. The equivalence theorem makes it easier to structure a complicated antenna problem into more manageable smaller subproblems. The radiation field can always be found by integration over a given distribution of impressed and induced currents located in free space. These currents may be physical or equivalent. The radiation integrals can be solved analytically only for special cases. I have chosen to include such analytical solutions only if they are so simple that they can improve the physical interpretation, or if they drastically decrease computation time. Otherwise, I think numerical solutions are preferable.

The main reason for the compact vector notation is that it is independent of the choice of coordinate system, and thereby it is easier to interpret the expressions. And, physical interpretations are important for improving the imagination and for building up intuition. Both imagination and intuition play an important role in research and development because they make it simpler to foresee working solutions. They improve creativity.

Maxwell's field equations based on the electric and magnetic vector potentials contain the parameters permittivity, permeability and angular frequency $(\varepsilon, \mu$ and $\omega$ ), which we rarely use in practice. The relative values $\varepsilon_{r}$ and $\mu_{r}$ have much more convenient values than $\varepsilon$ and $\mu$. In addition, $\varepsilon_{0}, \mu_{0}$ and $\omega$ can always be replaced by the wave number and wave impedance ( $k$ and $\eta$ ). Therefore, my book consequently uses $k$ and $\eta$ instead of $\varepsilon_{0}, \mu_{0}$ and $\omega$ in all equations. Actually, I am of the opinion that the commonly used vector potentials in most cases are inconvenient and unnecessary, and I have therefore chosen to avoid them by using the direct vector integral formulas for the fields resulting from current sources. This has contributed significantly to the compactness of the formulations.

It is always difficult to remember where the wave impedance $\eta$ should appear in the radiation field formulas. In order to improve this, I have chosen wherever it is natural to begin all formulas for the H -field with $1 / \eta$, and to always use $\eta$ in front of the electric current distribution J. Thereby, $\eta$ comes in no other places. With this notation it is very easy to normalize the H -field and the current in such a way that the wave impedance in free space becomes unity, if desired.

The electric and magnetic fields can always be expressed as integrals over impressed and induced electric and magnetic currents. If these currents are unknown, the integrals can be used to formulate integral equations by applying the boundary condition for the fields. Such integral equations are normally solved by the MoM. This book is not about numerical MoM solutions. Still, I have chosen to present the MoM as a basic principle in field theory, and give an introduction to it in Chapter 4. The reason is that the classical integral formulas for the impedances of dipoles, slots and patches can be derived more simply and understandable by using a MoM approach (with one expansion function) than in classical ways (such as by "eletromagnetic force"). The MoM approach makes it also easier to understand that the results can be improved by increasing the number of expansion functions.

I have chosen to begin the book with a chapter on characterization of antennas (Chapter 2), instead of introducing Maxwell's equations and the far-field of incremental sources. This characterization includes definitions of the far-field function, the phase reference point and the co- and cross-polar polarization vectors. This makes it possible later in Chapter 4, when Maxwell's equations and the incremental sources are introduced, to characterize also the latter in terms of their radiation characteristics. Thereby, the incremental sources will become easier to use when designing antennas.
The terms far-field function and phase reference point cannot be found in other text books. They are evident and self-explanatory to experienced people working in the antenna field. Still, I have often been surprised about how many do not know that a phase pattern has a reference point, and that this has nothing to do with the phase center. Therefore, I have chosen to define these important terms clearly in Chapter 2.

Antennas are normally studied in the transmit mode, for which case the equivalent circuit can be found in many textbooks. Recently, and in particular in relation to signal processing antennas, it has become common to perform a detailed receive mode analysis. Such analyses become much more accurate if a complete equivalent circuit of the receiving antenna is used. Therefore, I have chosen to also present the equivalent circuits for reception, which as far as I know cannot be found in other textbooks. The induced voltage source is expressed in terms of the far-field function in the transmit mode as well as the direction and complex amplitude of the incident wave.

Several antennas are rotationally symmetric. They are more commonly referred to as bodies of revolution (BOR). These antennas can be analyzed more simply than others by taking advantage of the symmetry. I have chosen to divide them into two types, $\mathrm{BOR}_{0}$ and $\mathrm{BOR}_{1}$ antennas, where the index denotes the order of variation which the field has in $\varphi$-direction. I have added a Section 2.4 with the mathematic descriptions of $\mathrm{BOR}_{0}$ and $\mathrm{BOR}_{1}$ antennas.

Aperture antennas are most conveniently analyzed in terms of Huygens sources located at the wavefronts of the aperture field. In order to handle this approach in an efficient way, I have chosen to define a Huygens equivalent and a Huygens approximation, which relate to Huygens study made in 1690.

When analyzing plane apertures, I introduce the Fourier transform of the aperture field. I have chosen the sign of the exponent of the integrand in such a way that the spectral domain fields can be conveniently interpreted as waves propagating in the direction of $\mathbf{k}=k_{x} \hat{\mathbf{x}}+k_{y} \hat{\mathbf{y}}+$ $k_{z} \hat{\mathbf{z}}$, where $k_{x}$ and $k_{y}$ are the spectral variables. This definition of the Fourier transform is not in agreement with the standard definition, but it is easier to physically interpret herein.

I have in Chapter 5 chosen to interpret the Fourier transforms of planar current distributions as infinite current sheets. This has the advantage of reducing the complexity of the resulting field formulas. It is also easier to generalize the formulas to fields in dielectric multilayer structures (not included in this book).

Microstrip antennas are most accurately analyzed by the MoM and by accounting for the substrate by the spectral domain approach. I have developed the reaction formula for the patch impedance. Still, I have chosen to use the simpler two-slot transmission line model to calculate Mathcad results for patch antennas (Chapter 6)), to make the Matlab program simpler and faster. I use in fact an improved transmission line model valid for rectangular patches on thin substrates. This gives an accuracy which is comparable with that of the MoM for this special case. The derived reaction formula for the patch impedance contains a probe correction for both line-fed and probe-fed patches.

The book contains a section about Gaussian beams. The Gaussian beam is a very illustrative way of describing how fields transform from radiating near-fields to far-fields. It is very useful for fast initial calculations of beamwidths from any aperture antenna at any distance from the aperture, and the results are in many cases quite accurate. The Gaussian beam is in particular useful in designing corrugated horn antennas. The Gaussian beam formulas are rarely found in basic antenna textbooks, as they are too complex for doing calculation by hand without introducing errors. To improve this, I have separated the formulas into independent parts, all being physically interpretable, such as for example "diffraction cone radius" and "geometrical optics cone radius", and the formulas are programmed in the Matlab handbook, by which results easily can be achieved. This separation in two parts makes then also the Gaussian beam a source for understanding the phenomenon of aperture diffraction.

In Chapter 1, I have included a section about terminology where I describe the difference between rays and phase paths, and where I introduce aperture diffraction as well as edge diffraction. I have chosen to do this already in the introductory Chapter 1, because most people have a physical feeling for rays even without having read any theoretical work on ray techniques, and because the concept of diffraction is so essential in antennas and so strongly linked to ray interpretation. The concept of aperture diffraction is in particular important. Without it people may get a completely wrong impression of how antennas work, from knowing only about ray interpretations.

Chapter 10 on linear and planar arrays presents two way of computing the far-field of an array: By the element-by element sum (resulting in the classical array factor), and as a gratinglobe sum expression. The latter converges very fast for regular arrays, and is related to the Floquet mode sum expression. Thereby it is possible to treat array antennas as apertures and use the aperture theories in Chapter 7. The classical array links to the modern MIMO array via the far-field function of the embedded element, as explained in Chapter 3.

Antenna analysis is always subject to approximations. I hope that my approaches will help in choosing the approximations that give the most accurate valid results.

## Learning outcome of Antenna Engineering course at Chalmers

The major parts of the book are used as literature in the course Antenna Engineering at Chalmers. This is offered within two international Master programs at Chalmers, on i)

Wireless, Photonics and Space Engineering and ii) Communication Engineering. The Master program administration required that we defined some expected learning outcomes for the students. I have chosen to list these learning outcomes below, because they may be useful for others. This course has 14 double lecture hours spread over 7 weeks, and a corresponding number of tutorial hours. There are also three antenna laboratory exercises related to $i$ ) design of microstrip patch antenna, ii) measurements in anechoic chamber, and iii) measurements in reverberation chamber. There are not enough lectures to cover all the material in the book, so the most theoretical parts of Chapters 4, 6 and 11 are excluded from the course, and some additional material is not mandatory. I have chosen to teach the excluded parts for my PhD students in an advanced course called "EM theory for antenna specialists". This includes also supplementary material from several journal articles.

The expected learning outcome after having followed the Antenna Engineering course at Chalmers are: The overall aim of the textbook is to provide the reader with an understanding of antennas for use in both traditional line-of-sight (LOS) systems and in modern wireless communication systems with multipath and Rayleigh fading, ranging from initial design with simple classical design formulas to numerical design and characterization with measurements. With this understanding the reader should be able to:
a) Describe how antennas for line-of-sight (LOS) systems work and are characterized. Examples of LOS systems are radio telescopes, radar, radio links (point-to-point and point-tomultipoint communications) and satellite communication systems.
b) Describe how antennas in multipath environment with fading behave and are characterized, such as antennas for mobile terminals and devices such as mobile phones, including also the characterization of the whole mobile terminal and the user interaction. This is unique for the book!
c) Describe the most common materials used in numerical antenna analysis as well as in practical antenna design.
d) Explain the different factors contributing to the efficiency and gain of different types of antennas.
e) Explain the physical limitations of antennas; such as miniaturization and bandwidth limits of small antennas, maximum gain limits of large antennas including supergain, and correlation and efficiency limits of multiport/multibeam array antennas. This is unique for the book!
f) Explain how different antennas can be analyzed in terms of classical incremental elementary sources, by using a modern and compact non-differential vector notation and numerical integration. The incremental elementary sources are the electric current, the equivalent magnetic current and the directive Huygens source. This is unique for the book!
g) Apply his knowledge about antenna analysis to design antennas using classical formulas and design curves for the most traditional antenna types; such as dipoles, slots, horns, reflectors and phased arrays. Good initial designs with classical formulas are important for a successful numerical design with a professional antenna CAD tool.
h) Apply his knowledge about characterization of antennas for LOS and fading environment to measure antennas, both in classical anechoic chambers and in modern reverberation chambers, respectively. The reverberation chamber is a multipath emulator, in which also active
mobile terminals such as mobile phones can be measured.
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## Chapter 1

## Introduction

An antenna is a device for radiating or receiving electromagnetic waves. It was originally called an aerial before the name antenna became more popular, and sometimes simply called a radiator. It is a transducer for coupling electromagnetic energy between free space and a waveguide, transmission line, or receiver/transmitter. An antenna is often directional in the sense that it concentrates waves in certain directions in space relative to waves in other directions. In this sense it represents a directional filter in space.

Antennas are needed and used in wireless ground-based telecommunication systems such as direct broadcasting, point-to-point radio links, mobile telephony, local area networks, traffic toll systems and navigation. They are also used in satellite communication systems for transmission of data, video and telephone signals between earth stations connected to the ground-based network, and for broadcasting satellite-TV signals. Antennas are used in mobile earth terminals. And, we even have mobile hand held phones with small antennas for receiving (and transmitting) signals from (and to) satellites, which relay the signals down to ground again all around the earth. Furthermore, antennas find applications in military and civilian surveillance radars, such as ground-based weather radars and air traffic radars, and air-borne military search and scouting radars. There exist air- and satellite-borne synthetic aperture radars (SARs) for very high resolution surveillance of land resources and pollution, and of military and civilian activity on sea and land (e.g., for surveillance of national fishing borders). SARs make it is possible to synthesize a larger "antenna" than the actual antenna's physical size by moving the antenna and using signal processing. Antennas are also used in scientific radars (e.g., for ionospheric and planetary research). Finally, antennas are used in receive systems for radio astronomy, meteorology, and for detection of signals from air-borne radars (early warning). Some radio telescopes for radio astronomical observations are large spectacular examples of high technology antenna designs.

The art of antenna design is special and very interesting because so many different disciplines are involved. The antenna is often the largest and most expensive structural part of a microwave system, and it must, for physical reasons, have a certain size in terms of wavelengths in order to satisfy the system's directional filter requirements. Therefore, good and compact antenna solutions require designs which are thoroughly worked through, both from a mechanical and an electromagnetic points of view. Knowledge of material technology and manufacturing processes is needed. It may often be desirable (but not always be possible) to


Figure 1.1: Examples of different antenna types.
modify the system requirements in order to find the most cost-effective solutions. Therefore, the design of advanced and optimized antennas involves systems engineering, mechanical engineering, and electromagnetic engineering.

Today, industrial antenna design involves a combination of computer simulations (by different commercial or semi-commercial computer programs) and experimental developments. In both cases, it is advantageous for engineers to have a reasonable background in antenna theory in order to increase their creativity and productivity. All numerical implementations of different analysis methods suffer from approximations, so the results must always be investigated with respect to convergency and assumption validity. In addition, the methods themselves are only valid under certain conditions. For example, ray tracing methods are only valid when the structure is smooth and large in terms of wavelengths.

Accurate measurements of radiation patterns and in particular directivities are complicated and require theoretical knowledge and experience. Such know-how may even be more important than good measurement equipment during the development of an antenna. Still, a modern measurement equipment is necessary in order to be able to verify the performance with sufficient accuracy to satisfy a critical customer. No quality-conscious customer will accept an antenna based on theory or simulations alone. Accurate measurements are always needed to validate the model predictions. There are certain electrical (or rather electromagnetic) system requirements for an antenna, such as gain and sidelobe levels. Common for these constrains is that they are easier to satisfy when the antenna is larger in terms of wavelengths. However, the antenna is often the largest mechanical part in a microwave system, so the specific application puts requirements on its size, weight and cost, thus calling for small antennas. Very often the antenna engineer's task is to do a trade-off between size and/or cost and performance. His job is to find the smallest or cheapest antenna which can satisfy the electric requirements.

(c) Digital beam-forming antenna

Figure 1.2: Examples of different phased-array antenna types in transmitting mode. The latter is used in MIMO systems.

### 1.1 Antenna types and classes

There exist several different basic antenna types (Fig. 1.1). The ones which will be treated in this book are wire antennas, slot antennas, microstrip antennas, horn antennas, reflector antennas, and linear and planar arrays of them. There are also other types which are not so common (e.g., dielectric resonator antennas and leaky wave antennas), and a large class of ultra-wideband and frequency independent antennas that will not be treated either, except for being mentioned in terms of their fundamental limitations in Chapter 11. In principle any structure of arbitrary material can be designed to radiate in free space if its size is larger than typically a few tenths of the free-space wavelength. Some antennas may radiate well even when they are apparently shorter than this. However, in such cases they are located on a box or a ground plane (or held by a hand), and it is the box or ground plane (or hand) which gives the sufficient size for the antenna to radiate. A human finger may actually work well as an antenna. Old radios without built-in antennas often work (or work better) if a finger touches the antenna input connector.

A linear or planar array antenna consists of several antenna elements, which are fed via a feed network (Fig. 1.2). If an adjustable phase shifter is connected to each element, the direction of the main beam of the antenna can be phase steered by changing the phase of each of the phase shifters. There may even be active microwave modules at each element amplifying the transmit (or receive) signals. Then, the antenna is referred to as an active antenna. The transmitted or received amplitude of each element can be changed by adjusting the gain of each module. The active antenna can be phase steered by including a phase shifter in each module. We can have control of both the shape and direction of the beam by changing both


Figure 1.3: Examples of different classes of antenna beams.
the amplitude and phase of each element. The element modules may be connected directly to a digital processor (computer) via an analog-to-digital (AD) converter (on reception) or a digital-to-analog (DA) converter (on transmission). In these cases the antenna beam can be controlled digitally. We refer to this technique as digital beam-forming and to the antennas as adaptive antennas or signal processing antenna systems. Such antennas are also called multi-port antennas, because the port of each element is accessible. They are in particular used at both the transmitting and receiving sides in so-called MIMO (Multiple-Input Multiple-Output) communication systems. Then, the communication speed can be improved, in particular through environments which cause large time-varying signal variations, so-called fading. The active modules in such arrays are often realized as microwave monolithic integrated circuits (MMICs) in order to reduce the size and the cost of manufacturing modules in large numbers. In the upper microwave and millimeter wave regions, active antennas may have thousands of elements. At millimeter wave frequencies the antennas may also be integrated with the active module on the same chip. We refer to such antennas as integrated antenna systems.

Antennas are also classified in terms of the shapes of their radiation patterns (Fig. 1.3). Most antennas are pencil-beam antennas with a narrow main beam and low sidelobes. Pencil-beam antennas on satellites illuminate a relatively small spot on the earth's surface, and they are called spot-beams antennas. On satellites there may also be contoured-beam antennas with beams which are shaped to cover certain geographical areas on the earth. Radars may have cosecant-squared antennas with a radiation pattern in the elevation plane which varies as $\csc ^{2}(\theta)=1 / \sin ^{2}(\theta)$. The reason for this is that the sensitivity in this case becomes independent of the height of the target above the ground. Most antennas have only one main beam, but multi-beam antennas are also attractive in many applications. There exist also omnidirectional antennas, sector-beam antennas, antennas with hemispherical coverage, and many more.

### 1.2 Brief history of antennas and analysis methods

The first antenna was designed and manufactured by Heinrich Hertz when he experimentally discovered electromagnetic waves in 1888, twenty four years after Maxwell's theoretical predictions were revealed to the Royal Society in London. That was a parabolic metal cylinder with a dipole antenna along its focal line, see [1] and [2]. Marconi achieved a successful transatlantic transmission in 1901 by using an array of 50 copper wires for the transmitting antenna in England. The theories of radiating apertures, reflectors and array antennas were developed during World War II in connection with the design of the military radar. These were later published in the book by S. Silver [3] in the M.I.T. Radiation Laboratory Series. Among other early important antenna books are the book on helical antennas by J.O. Kraus [4], the book by S.K. Schelkunoff which contains both theory and experiments [5], and the book on linear antennas by R.W.P. King [6]. Several later antenna books are included in the reference list [7]-[29].

The development of the antenna area has been strongly influenced by the development of theories, analysis methods and numerical techniques, and by the growth of computer technology. The oldest analysis method still in use is geometrical optics, which is a ray technique. The classical reflection law was described already by Euclid 300 years BC. The lens formula was introduced by Alhazan around year 1000 AD. Snell found the refraction law in 1621, and further developments were done during the seventeenth (Fermat) and nineteenth century (Hamilton) to what we today refer to as classical geometrical optics. The classical description is based on straight rays and power densities. The geometrical optics used today is commonly referred to as modern Geometrical Optics (GO) and includes phase, polarization and field strength descriptions (Luneberg 1944 and Kline 1951). The GO is a high frequency approximation that can be used when the wavelength is small compared to the structure variations and dimensions. The GO fields propagate along straight lines (rays) in free-space regions and reflect from structure boundaries. Several scientists including Sommerfeld (1884) studied the effect of edges and found that there exist diffraction effects not accounted for by GO. In order to overcome this problem, straight diffracted rays were added to the GO description (Keller [30]). This theory was later extended by Kouyoumjian and Pathak (197481) to a Uniform Geometrical Theory of Diffraction [31]. This is commonly known under the abbreviation UTD and is widely used in antenna analysis. The GO and UTD are more generally referred to as asymptotic techniques, in the sense that they are asymptotic solutions of field integrals for high frequency. Similar asymptotic solutions can be derived for cases other than reflectors and edges by using the principle of stationary phase. The alternative and related saddle-point method is also applicable. The ray descriptions of GO, UTD and other asymptotic techniques are not valid in caustic regions ${ }^{1}$. This is a severe limitation of such high frequency methods.

The wave theories do not suffer from the lack of validity in special regions, such as is the case for GO and UTD. They were developed by Huygens (1690), Hook, Grimaldi, Young and Fresnel (1830). Finally, in 1864, Maxwell connected these classical wave theories together with the theories of optics in what we now refer to as Maxwell's equations. These are the basis of all electromagnetic modeling today. In modern antenna theory and numerical methods, equivalent sources play an important role in the formulations. The equivalence theorem was introduced by S.A. Schelkunoff in 1936 and is related to the principle of Huygens from

[^0]1690.

The GO and UTD are well suited for numerical modeling and several computer codes exist. However, they can only be used when all structure parts are large in terms of the wavelength. Maxwell's equations can be rearranged to provide electric and magnetic fields as integrals over a product of a current distribution and a Green's function. The latter is the field due to an incremental current source, which we may alternatively call a point source response. The current distribution is unknown and induced by other impressed sources, and it may or may not represent physical current. In the latter case we call it an equivalent current. This may be specific for a field formulation only valid in some part of solution space. When we apply a boundary condition to the integral expressions for the fields, we get an integral equation. Integral equations are nowadays solved by the Method of Moments (MoM), as introduced to the antenna community by Harrington [32]-[33]. Several computer programs for antenna design based on the MoM are available. The MoM cannot be used when the structure is very large in terms of the wavelength due to the large computer memory and long computation time needed. Therefore, an antenna type of a given size may often be analyzed by MoM at low frequencies and by UTD at high frequencies.

Modern numerical methods also involve solving the differential forms of Maxwell's equations directly. When implemented for harmonic time variation these are referred to as Finite Element Methods ( $F E M$ ), and when implemented in the time domain they are referred to as Finite Difference Time Domain (FDTD) methods. Several general commercial and semicommercial computer codes for antenna analysis using FEM or FDTD are available. The computer times of FEM and FDTD codes are normally much larger than for MoM codes. Three-dimensional FEM and FDTD are only applicable to structures which hardly exceed a few wavelengths in extent.

An analytical method which has been very popular for the last decade is the spectral domain method. This method is conveniently used to analyze microstrip antennas on planar multi-layer structures in combination with MoM. The approach is based on Fourier transformation of the fields in the two uniform directions of the structure to obtain a spectrum of plane waves or rather a spectrum of one dimensional (1D) solutions. The fields have given harmonic variations in the two dimensions representing the spectral domain. The method is extendable to other similar three-dimensional (3D) field problems involving radiating elements on structures which are uniform in two directions of the coordinate system, such as circular cylindrical and spherical multilayer structures. All these 3D problems can be solved by using a spectrum of 1D solutions (i.e., in terms of a spectrum of plane, cylindrical or spherical waves, respectively). The 1D solutions for the cylindrical and spherical structures represent a discrete spectrum, and are therefore also referred to as modal solutions. Spectral domain methods can be used to analyze antennas on structures that are uniform in only one direction of the coordinate system, such as cylindrical structures with arbitrary crosssectional shape and Bodies of Revolution (BOR). In these cases the solutions are formulated as a spectrum of two-dimensional (2D) solutions. The FEM is also often used in combination with such spectral domain methods. There is some theory about spectral domain approaches in Chapter 6.


Figure 1.4: Definition of a scattering problem.

### 1.3 Terminology, quantities, units and symbols

The Institute for Electrical and Electronics Engineers (IEEE) have defined a standard terminology for antennas, [34]. Most of the terms for characterizing antennas, which will be introduced in Chapter 2, follow this standard. In addition, in the present section we define some special terms in antenna theory, which are commonly used to describe different physical phenomena. This is because these terms are easily confused with each other. Also there is a need to define the symbols used for the pertinent quantities and explain the units of the different field quantities to appear in later chapters. Therefore, this section also introduces some common terminology for quantities, symbols and units, used in this book.

### 1.3.1 Radiation or scattering

The area of electromagnetic radiation is often divided into antennas and scattering. Simply speaking, the area of scattering is electromagnetic radiation (or reradiation) excluding antennas. This means prediction and reduction of Radar Cross Sections (RCS) of objects, and determining the type and characteristics of a passive object from measurement of electromagnetic fields. The latter is normally referred to as inverse scattering or electromagnetic signature. The word scattering comes from the definition of a field problem where an object located in free space is illuminated by an incident field, where the incident field $\mathbf{E}_{i}$ is the observed field when the object is removed (Fig. 1.4). The total field $\mathbf{E}_{\text {tot }}$ is the observed field when the object (i.e., the scatterer) is present, from which we define the scattered field due to the object as $\mathbf{E}_{s}=\mathbf{E}_{\text {tot }}-\mathbf{E}_{i}$. The scattered field can be expressed as an integral over equivalent sources at the surface of the scatterer. The scattered field is radiating in all directions away from the scatterer. The scattered field is, in particular, large in shadow regions. In fact, in shadow directions it has nearly the same size as the incident field and nearly opposite phase, so as to give almost zero total field (i.e., shadow). The scattering in the direction of the shadow is referred to as forward scattering (i.e., scattering in the direction of propagation of the incident wave). Backscatter is the scattering in the direction of the distant source of the incident field. The distinction between the antenna and scattering areas lies in that antennas radiate energy whereas in scattering a known incident wave is redirected (scattered). However, the distinction between the antenna and scattering problem is not so evident. Antenna analysis involves also scattering analysis.


Figure 1.5: Illustration of reflection, edge diffraction and aperture diffraction.

### 1.3.2 Reflection, refraction and diffraction

The terms reflection, refraction and diffraction are associated with ray descriptions such as GO and UTD. Rays are always straight in free space. In a GO ray field problem we have an incident field which is propagating along rays originating from the source. When such a ray hits the smooth surface of an object, it is reflected. The field propagating along the GO reflected ray is called the reflected ray field. There may also be a so-called refracted ray continuing into the object. This GO refracted ray will change direction by refraction at the interface, but it will thereafter be straight until it meets a new material interface, provided the material of the object is homogeneous.

Keller described in 1985 diffraction as any process whereby electromagnetic wave propagation differs from $G O$. In particular, we have the term edge diffraction associated with the rays diffracted from the edges of objects as described by UTD. The fields along these rays are called the diffracted ray fields. GO and UTD predict infinite fields in points where neighboring rays intersect (and hence GO and UTD are not valid there). Such points are referred to as caustics, and the actual field behavior is described as caustic diffraction. Parallel rays (i.e., plane phase-fronts) often originate from apertures. Parallel rays intersect at infinity. Therefore, GO cannot be used to describe the wave propagation from a plane aperture with a constant phase distribution to a large distance from the aperture. The actual radiation field behavior at large distance is in this case referred to as aperture diffraction. Aperture diffraction causes a bundle of parallel rays to transform to a bundle of diverging rays with an associated angular field variation, when the distance from the aperture is larger than $2 D^{2} / \lambda$, with $D$ the aperture diameter and $\lambda$ the wavelength. Most of the diverging rays are contained within a diffraction cone with a cone angle of approximately $2 \lambda / D$ radians. Ray fields cannot easily be separated into incident and scattered fields as defined in the previous subsection. The incident field of GO is reflected, shadowed, refracted and diffracted by an object, whereas the incident field of a scattering problem is the field when the object is removed. The latter is therefore not shadowed by the object.


Figure 1.6: Illustration of GO rays, phase-fronts and phase paths.

### 1.3.3 Rays, waves, phase-fronts and phase paths

The ray technique is inherently a high-frequency approximation which breaks down in certain regions. The ray fields have a local description following straight lines in space. In spite of this, single rays cannot exist. Single rays are not physical. They always exist in ray bundles which are either converging, diverging or parallel. Therefore, single rays cannot propagate through a small hole in a metal screen and continue straight forward. They rather diffract through the hole in such a way that a spectrum of straight rays appears on the shadow side of the screen, propagating in all directions.

The wave description is different. The wave description is global in the sense that the description itself links together fields at one point in space with the fields in the rest of space. Still the wave and the ray descriptions are related. A wave has phase-fronts (i.e., surfaces in space over which the phase is constant). The normals to a phase-front define the propagation direction of the wave. The phase velocity depends on the shape of the phase-front. If we follow the propagation direction along normals to successive phase-fronts, we get a curve which is called the phase path. In spite of this, they are strongly related to rays. In field regions where the phase paths are straight, they represent GO rays. However, the phase paths bend through caustics and focal regions; whereas, the GO rays go straight through such regions. The GO description is not valid in the caustic region but outside it. A single phase path may coincide with one GO ray on one side of a caustic or focal region, and with another different GO ray on the other side. Inside a caustic region it is possible to use a separate GO ray description that is valid only inside the caustic. The diverging rays in the far-field region of Fig. 1.5 and 1.6 are valid GO descriptions in the far-field region, which is a caustic region for the parallel rays closer to the antenna.

### 1.3.4 SI units for fields and sources, and dB

The International System of units (SI) units are for length meter (m), for time second (s), for voltage volt (V), and for current ampere (A). The units of both the electric field strength $\mathbf{E}$ and the equivalent magnetic surface current density M are volt/meter ( $\mathrm{V} / \mathrm{m}$ ). The magnetic field strength $\mathbf{H}$ and the electric surface current density $\mathbf{J}$ have both the unit ampere/meter $(\mathrm{A} / \mathrm{m})$. However, these units are rarely used in antenna work. Instead, the fields and currents are presented as relative values normalized to their maxima or to other values. The unit of radiation impedances is ohm ( $\Omega$ ), and radiation admittances are in Siemens (S), and similarly for mutual impedances and admittances. These units are commonly used, but in many cases the radiation impedance and admittance are more conveniently replaced by a dimensionless amplitude reflection coefficient. The unit of power is Watt (W) or milliWatt (mW). We have $1 \mathrm{~W}=1 \mathrm{VA}$.
In antenna work relative numbers are most often presented in $d B$. The dB value is calculated as

$$
\left|A / A_{\mathrm{ref}}\right|_{\mathrm{dB}}=20 \cdot \log \left|A / A_{\mathrm{ref}}\right| \mathrm{dB}
$$

where $A$ is the amplitude of the voltage, current, reflection coefficient, field strength or surface current density, and $A_{\text {ref }}$ is the reference value. Alternatively, it is calculated as

$$
\left|P / P_{\text {ref }}\right|_{\mathrm{dB}}=10 \cdot \log \left|P / P_{\text {ref }}\right| \mathrm{dB},
$$

where $P$ is the power or power density and $P_{\text {ref }}$ is the reference power or power density. The resulting dB values are the same in both cases because

$$
\left|A / A_{\mathrm{ref}}\right|^{2}=\left|P / P_{\mathrm{ref}}\right|
$$

Sometimes a letter is added to the dB abbreviation in order to explain the reference value. For example, dBm means a power ratio in dB where the reference level is 1 mW , and dBW means a reference value of 1 W . In antennas we measure the antenna gain in dBi, which means dB relative to isotropic radiation, i.e, radiation that is spread equally much in all directions in space. We measure the figure of merit of a receiving antenna in $\mathrm{dB} / \mathrm{K}$ (i.e., " dB over K") which means in dB relative to $1 /$ Kelvin. The latter two units will be described in Chapter 2.

Table 1.1: Relative efficiencies and corresponding values in dB.

| Relative efficiency: | 1.0 | 0.99 | 0.95 | 0.90 | 0.80 | 0.64 | 0.50 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Efficiency in dB: | 0.0 | -0.04 | -0.22 | -0.50 | -1.0 | -2.0 | -3.0 |

All antennas can be characterized by different efficiencies and subefficiencies. These are often presented as the relative value itself or in percent (\%). In the present book we consequently choose to give all such values in dB . The reason is that percent values often give wrong impressions. For example, increasing an efficiency by $10 \%$ sounds the same when increasing it from $40 \%$ to $50 \%$ as when increasing it from $80 \%$ to $90 \%$. In reality, the former increase is worth double of the latter. This is clearly seen from the dB values which are 1.0 dB in the former case and 0.5 dB in the latter. Therefore, results are more meaningful and more easily


Figure 1.7: Symbols used in the drawings in this book.
interpreted when presented in dB. Tables 1.1 and 1.2 show some amplitude and power ratios and their corresponding dB values.

Table 1.2: Amplitude and power ratios and corresponding dB values.

| Amplitude ratio: | 1.0 | 0.32 | 0.1 | 0.032 | 0.01 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Power ratio: | 1.0 | 0.1 | 0.01 | 0.001 | 0.0001 |
| Ratio: | 0 dB | -10 dB | -20 dB | -30 dB | -40 dB |

### 1.3.5 Symbols

The symbols used in the drawings in this book are explained in Fig. 1.7.

### 1.4 Vector notation and coordinate transformations

This book uses the vector notation in all formulations. This makes the formulas compact, and easy to interpret and remember. Another advantage is that the vector formulations are independent of the coordinate system chosen. Some may comment that vector formulas are not easy to use in practice or to program, but this is not true. The vector notation makes it easier to get a good structure of a computer program with reusable subroutines. Thereby, the time needed for developing a program is reduced.

### 1.4.1 Some vector formulas

In this book, a vector $\vec{E}$ is written in bold type as $\mathbf{E}$ and a unit vector $\vec{n}$ as $\hat{\mathbf{n}}$. A vector field is a function of the observation point coordinates. This is written as $\mathbf{E}(\mathbf{r})$ where $\mathbf{r}=[x, y, z]$ is the coordinates of the field point in the coordinate system defined by the unit vectors $\hat{\mathbf{x}}=[1,0,0], \hat{\mathbf{y}}=[0,1,0]$ and $\hat{\mathbf{z}}=[0,0,1] . \quad \mathbf{E}=\left[E_{x}, E_{y}, E_{z}\right]$ contains the three components of the vector field in the same coordinate system. $\mathbf{E}, \mathbf{r}, \hat{\mathbf{x}}, \hat{\mathbf{y}}$ and $\hat{\mathbf{z}}$ are readily programmed as complex or real one-dimensional arrays with 3 elements having the values of their $x$-, $y$ - and $z$-components in the coordinate system. In this book expressions for the H -field are starting with $1 / \eta$ where $\eta$ is the wave impedance. In computer programming it is possible to use $\eta_{0} \mathbf{H}$ as an array variable instead of $\mathbf{H}$, where $\eta_{0}$ is the free space wave impedance. Then, the values of the normalized H -field, $\eta_{0} \mathbf{H}$, get the same order of magnitude as the values of the E-field, which can make it easier to interpret the results of a computation.

In order to simplify mathematical formulations, we choose local coordinate systems in which the local geometry is easily described. When a vector field $\mathbf{E}=\left[E_{x_{l}}, E_{y_{l}}, E_{z_{l}}\right]$ is known in the local coordinate system, its components in the global coordinate system are found by the formula

$$
\begin{equation*}
\mathbf{E}=E_{x_{l}} \hat{\mathbf{x}}_{l}+E_{y_{l}} \hat{\mathbf{y}}_{l}+E_{z_{l}} \hat{\mathbf{z}}_{l}, \tag{1.1}
\end{equation*}
$$

where $\hat{\mathbf{x}}_{l}=\left[a_{x}, a_{y}, a_{z}\right], \hat{\mathbf{y}}_{l}=\left[b_{x}, b_{y}, b_{z}\right]$ and $\hat{\mathbf{z}}_{l}=\left[c_{x}, c_{y}, c_{z}\right]$ are the unit vectors defining the local coordinate system with $a_{x}, a_{y}, a_{z}$, the components of $\hat{\mathbf{x}}_{l}$ in the global coordinate system and correspondingly for $\hat{\mathbf{y}}_{l}$ and $\hat{\mathbf{z}}_{l}$. Eq. (1.1) is to be used as follows to calculate the component $E_{x}$ of $\mathbf{E}$ in the global coordinate system,

$$
\begin{equation*}
E_{x}=E_{x_{l}} a_{x_{l}}+E_{y_{l}} b_{x_{l}}+E_{z_{l}} c_{x_{l}} \tag{1.2}
\end{equation*}
$$

and corresponding for $E_{y}$ and $E_{z}$. The observation point $\mathbf{r}=\left[r_{x_{l}}, r_{y_{l}}, r_{z_{l}}\right]$ in the local coordinate system is transformed to $\mathbf{r}=\left[r_{x}, r_{y}, r_{z}\right]$ in the global system by

$$
\begin{equation*}
\mathbf{r}=\mathbf{r}_{0}+r_{x_{l}} \hat{\mathbf{x}}_{l}+r_{y_{l}} \hat{\mathbf{y}}_{l}+r_{z_{l}} \hat{\mathbf{z}}_{l} \tag{1.3}
\end{equation*}
$$

where $\mathbf{r}_{0}=\left[r_{x_{0}}, r_{y_{0}}, r_{z_{0}}\right]$ is the coordinates of the origin of the local coordinate system in the global coordinate system. Eq. (1.3) is to be used as follows:

$$
\begin{equation*}
r_{x}=r_{x_{0}}+r_{x_{l}} a_{x_{l}}+r_{y_{l}} b_{x_{l}}+r_{z_{l}} c_{x_{l}} \tag{1.4}
\end{equation*}
$$

and similarly for $r_{y}$ and $r_{z}$.
Considering a vector field $\mathbf{E}$ in the global coordinate system, we can find its component (i.e., projection) $E_{r}$ in any direction (defined by the unit vector $\hat{\mathbf{a}}=\left[a_{x}, a_{y}, a_{z}\right]$ ) by the dot- (or scalar-) product

$$
\begin{equation*}
E_{r}=\mathbf{E} \cdot \hat{\mathbf{a}}=E_{x} a_{x}+E_{y} a_{y}+E_{z} a_{z} \tag{1.5}
\end{equation*}
$$

If $\hat{\mathbf{a}}$ is a complex unit vector, we define the component of a complex vector field $\mathbf{E}$ along $\hat{\mathbf{a}}$ by the dot-product between $\mathbf{E}$ and the complex conjugate of $\hat{\mathbf{a}}$, i.e.,

$$
\begin{equation*}
E_{a}=\mathbf{E} \cdot \hat{\mathbf{a}}^{*}=E_{x} a_{x}^{*}+E_{y} a_{y}^{*}+E_{z} a_{z}^{*} \tag{1.6}
\end{equation*}
$$

This dot-product is normally referred to as a symmetric product in mathematical text books.

We also make frequent use of the vector (or cross) product. This is defined by

$$
\begin{align*}
\mathbf{M}=\mathbf{E} \times \hat{\mathbf{r}} & =\left(E_{y} a_{r_{z}}-E_{z} a_{r_{y}}\right) \hat{\mathbf{x}}-\left(E_{x} a_{r_{z}}-E_{z} a_{r_{x}}\right) \hat{\mathbf{y}}+  \tag{1.7}\\
& +\left(E_{x} a_{r_{y}}-E_{y} a_{r_{x}}\right) \hat{\mathbf{z}} .
\end{align*}
$$

This can be evaluated more rapidly as follows. The result of a cross product between two vectors $\mathbf{E}$ and $\hat{\mathbf{r}}$ is a new vector which is orthogonal to both $\mathbf{E}$ and $\hat{\mathbf{r}}$ with magnitude

$$
\begin{equation*}
|\mathbf{M}|=|\mathbf{E}||\hat{\mathbf{r}}| \sin \alpha, \tag{1.8}
\end{equation*}
$$

where $\alpha$ is the angle between $\mathbf{E}$ and $\hat{\mathbf{r}}$. Thus, if $\hat{\mathbf{r}}$ is a unit vector and $\mathbf{E}$ is orthogonal to $\hat{\mathbf{r}}$, (i.e., $\mathbf{E} \perp \hat{\mathbf{r}}$ ), $\mathbf{M}$ gets the same magnitude as $\mathbf{E}$. The direction of $\mathbf{M}$ can be rapidly found by using the right-hand rule as follows. Straighten out the four joint fingers of the right hand and orient them in the direction of the first vector $\mathbf{E}$. Let your thumb point normal to the other fingers in the plane of the flat hand. Orient your flat hand in such a way that if you bend the joint fingers $90^{\circ}$ at their roots they will point along the second vector $\hat{\mathbf{r}}$. Then, the direction of the resulting vector $\mathbf{M}$ is the normal to $\mathbf{E}$ and $\hat{\mathbf{r}}$ in the direction of the thumb. It is also possible to find the direction of $\mathbf{M}$ by considering a screw with right-handed threads.

The following vector formula will also be frequently used,

$$
\begin{equation*}
\mathbf{E}=K[\mathbf{J}-(\mathbf{J} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}], \tag{1.9}
\end{equation*}
$$

where $K$ is a constant. This operation gives a vector $\mathbf{E}$ which is in the plane of the vectors $\mathbf{J}$ and $\hat{\mathbf{r}}$, but with no component along $\hat{\mathbf{r}}$. We can express this as $\mathbf{E}$ being proportional to $\mathbf{J}$ after J's projection, J• $\hat{\mathbf{r}}$, along $\hat{\mathbf{r}}$ has been subtracted.

### 1.4.2 Coordinate transformations

In order to transform a vector field from one local coordinate system to the global coordinate system, we need to know the unit vectors of the local coordinate system in terms of their components in the global system. Such transformations of unit vectors of coordinate systems are well known. They are given in Appendix C for the sake of convenience.

### 1.4.3 Dyads

Dyads are used to provide compact notations for given vector operations. They are often used in connection with formulations of Green's functions (i.e., field solutions due to point sources). For example, the vector formula

$$
\begin{equation*}
\mathbf{E}=K[\mathbf{J}-(\mathbf{J} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}] \tag{1.10}
\end{equation*}
$$

may be expressed in terms of a dyad $\overline{\mathbf{G}}$ as

$$
\begin{equation*}
\mathbf{E}=\mathbf{J} \cdot \overline{\mathbf{G}}(\hat{\mathbf{r}}), \tag{1.11}
\end{equation*}
$$

where $\overline{\mathbf{G}}(\hat{\mathbf{r}})$ is defined by the following vector operation on an arbitrary vector $\mathbf{J}$,

$$
\begin{equation*}
\mathbf{J} \cdot \overline{\mathbf{G}}(\hat{\mathbf{r}})=K[\mathbf{J}-(\mathbf{J} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}] . \tag{1.12}
\end{equation*}
$$

Thus, the purpose of introducing dyads is to simplify vector expressions. When a dyadic operator is applied to a vector $\mathbf{J}$, the resulting quantity is a vector with an amplitude and a direction which are generally different from those of $\mathbf{J}$.


Figure 1.8: Classification of EM analysis methods.

### 1.5 Overview on EM analysis methods by S. Maci

The methods of analysis of antennas can be divided into high-frequency and beam (HF\&BM) methods and computational electromagnetics (CEM) methods. Both can be implemented in software analysis tools; HF\&BM are based on analytical formulas, whereas CEM methods are based on numerical algorithms. A synthetic overview is shown in Fig. 1.8, where the most used acronyms are given.

HF\&BM are used when the size of the problem is very large in terms of wavelengths. Among the great variety of HF Methods, one can distinguish ray-methods (GTD, UTD, GO), which are based on asymptotic solutions of the wave equation. These methods represent the asymptotic field in terms of rays. Ray tracing algorithms must be implemented to treat ray-fields in complex environments, and this constitutes the main drawback in numerical implementation. These methods are suited for treating problems of thousands of wavelengths in size, like those encountered when analyzing antennas or the scattering from complex structures, such as aircrafts or ships. Also, they play an important role when simulating scattering of complex multipath scenarios, like in urban environments.

Wave Physical Methods (WPM, e.g., PO, PTD, ITD) represent the scattered or radiated fields in terms of radiation integrals and provide an asymptotic HF approximation of the integrand. The most used among them is Physical Optics (PO) [35] (treated in Chapter 7
of this book), which describes the field scattered by metallic smooth scatterers in terms of a free-space radiation integral of equivalent electric currents. At each point of the smooth surface, these currents are identified as those induced on a flat infinite metal plate at the tangential point. PO is widely used in the analysis of regular and shaped reflector antennas. Among WPM methods, the incremental (PTD, ITD, ILDC) methods provide diffracted or fringe field representations in terms of line integrals along edge-type discontinuities. Beam methods are suitable for representing fields from near to far fields and are used for problems involving lenses, multiple reflectors and quasi-optical systems. The latter are often referred to as beam waveguides. Gaussian Beams (GB) and Complex Point Sources (CPS) will be described later in this book.

Further historical details on high frequency techniques are given here. The Geometrical Theory of Diffraction (GTD) by Keller [30] postulates the existence of diffracted rays compensating the discontinuity of GO field at the so-called incidence or reflection Shadow Boundaries (SB). These latter are those boundaries where incident or reflected rays abruptly emerge or disappear due to an edge discontinuity. Keller's original GTD formulation of diffracted rays was invalid exactly at the SBs, where the contribution of diffracted rays is more important. The UTD by Kouyoumjian and Pathak [31] improves this description for wedge-type discontinuities by introducing a transition function that can be multiplied with the GTD-formulated diffracted rays. Thereby, this gives a uniform compensation of the discontinuity at the GO ray-field SB. The UTD transition function tends to unity outside a narrow transition region across the SB and then recovers the GTD description. In [36]-[38] Pathak extended GTD to the problem of curved surfaces, making use of a canonical solution for cylinders.

Ray field theories like GO, GTD and UTD, fail in the neighborhood of caustics of reflected or diffracted rays. In fact, the power density associated with ray-fields become infinite there, and a wave physical description like PO should be invoked to overcome this impairment. PO is valid also at caustics of reflected and diffracted rays and this is why it is useful in calculating the field radiated by parabolic reflector antennas. Far from caustics, the asymptotic evaluation of the PO radiation integral reduces to the GO description, plus approximate diffracted rays from the edges. These diffracted rays have a different amplitude coefficient than those predicted by UTD and they predict a less accurate field. To correct the inaccuracy of the asymptotic PO integral, Ufimtsev introduced the Physical Theory of Diffraction (PTD) [39]. PTD additionally improves the PO currents close to edges by "non-uniform" or "fringe" currents related to those induced by diffractive effects on the surface of the scatterer. The description of the PTD is given in terms of PO plus line integral of "elementary edge waves" along edge discontinuities. The PTD elementary edge waves were also referred to as Incremental Length Diffraction Coefficients (ILDC) by other authors [40]-[41]. An historical overview on the origin and development of PTD can be found in [42]. A different approach is suggested in the Incremental Theory of Diffraction (ITD) [43]-[44], which in contrast to PTD satisfies reciprocity.

While HF\&BM, which have roots in optics, have been developed since the sixties, CEM methods had their significant evolution since the nineties, with a great improvement in the last fifteen year [45]-[46]. CEM methods are versatile and general since they can be applied to a variety of structures of any shape and material structure. On the other hand, the electrical size of the solution problem increases enormously, and therefore their disadvantage is the large demand of dynamic memory and CPU time. CEM methods can be divided in Integral Equation (IE) Methods, Partial Differential Equation (PDE) Methods, and Modal Expan-
sion (MEX) Methods. These three methods are today often combined in many commercial software tools because each method is appropriate for different purposes. In particular, IE are mostly used in open domains, while PDE and MEX are mostly used in closed domains. However, IE methods can be used in closed domain as well, but they are not competitive with PDE and MEX methods. Reversely, PDE can be used in open domains, provided that the domain is closed with absorbing boundary conditions or other alternative techniques. Analogously, MEX can be used in open domains (for instance using Spherical Mode Expansions), but limited to specific domain shapes.

IE methods express boundary conditions in terms of radiation from equivalent currents on a closed surface. These unknown currents are thereafter expanded as a sum of basis functions with unknown coefficients. Next, these coefficients are determined by averaging the boundary condition of the integral equation using so-called testing functions. This solution scheme is known as Method of Moments (MoM) [32], treated in Chapter 4 of this book. The MoM can be formulated in both space and spectral (wavenumber) domains. The Spectral Domain (SD) methods are mainly used for multilayer structures and patch antennas, and are described in Chapter 6.

MoM reduces the integral equation to a set of linear algebraic equations whose solution requires the inversion of a square matrix. Depending on the matrix size (namely on the number of unknown), different strategies are used, spanning from direct matrix inversion to iterative processes (some more details are given in Chapter 4, Section 4.8). Due to memory storage requirements, when the number of unknowns exceeds some hundreds of thousands (i.e., size of some tenth of wavelengths), it is not possible to formulate the problem in a conventional way. Then, groups of unknowns should be used to render a sparse MoM matrix, with the advantage of reduced memory occupation and number of numerical operations. This concept is pursued in the Fast Multipole Method (FMM) [47]-[48]. To treat large problems, a valid alternative to matrix sparsification is matrix compression. This can be obtained by first combining the unknowns of subportions of the problem into special basis functions, called Characteristic Basis Functions (CBF) [49]-[50] [49]-[50] or Synthetic Basis Functions (SFX) [51]. For specific problems with circular symmetry, MoM may be formulated in a special way, which reduces the complexity to the one of a 2D problem. This formulation is applied successfully to Body of Revolution (BoR) antennas, like conical corrugated horns and circularly symmetric reflectors. In most of the practical cases, IE methods are formulated through surface current unknown, and rarely by volumetric unknowns (polarization currents), being in the latter case not competitive with respect to finite element approaches.

A second class of CEM methods is based on the solution of Partial Differential Equations (PDE) derived from Maxwell's Equations directly. In contrast to Integral Equations, which use currents on surface as unknowns, PDE uses the EM fields in the volume of interest as unknowns. There are two different classes of PDE methods arising from two different solution schemes: the Finite Difference and the Finite Element schemes. In the first scheme, finite difference equations are used to approximate the partial derivatives. This is done in both space and time, leading to the Finite Difference Time Domain (FDTD) method [52][53]. Since FDTD is implemented in time, it can cover wide frequency ranges in a single simulation run when a broadband time-pulse is used, and it can also accurately treat nonlinear material properties. The finite difference equations are solved in leapfrog manner, where the electric field vector components are solved at a given instant of time and the magnetic vector components in the same cell are solved at the next instant of time. The
process is repeated continuously until the transient or steady-state condition is fully evolved. Yee applied this concept for the first time to Maxwell's equation in the seminal paper [54]. The widely known acronym FDTD is indeed due to Taflove [55]. FDTD is of simple implementation and gives a good physical understanding of the field evolution when using a valid graphic interface. It can also treat a wide variety of complex structures and combination of linear and not linear materials. Furthermore, it fits well for parallel processing in CPUs with such architectures. On the other hand, FDTD presents the following drawbacks: i) the domain under study is gridded, and therefore a large volume requires very long, and sometimes unacceptable computation times. ii) It does not treat resonances in an efficient way so that convergence is very slow. Finally, iii) it can suffer from instability. In order to truncate the space-grid, it is possible to use a Perfectly Matched Layer (PML) [56]. PML, introduced by Berenger in '94, greatly improved the capability of FDTD, rendering it applicable (and sometimes competitive with MoM ) when analyzing antenna problems.

There exists an alternative formulation of the finite-difference case making use of a Transmission Line Matrix (TLM) approach [57]. This was very early used in a vector two-dimensional (V2D) implementation [58]. The BOR problem is also a vector 2D problem. Therefore, this V2D approach can be used to analyze BOR antenna structures with a computational effort of smaller order than a full 3D solution [59].

The second solution scheme for PDE is constituted by the Finite Element Method (FEM) [60][61]. FEM replaces the volumetric continuous domain into subdomains (finite elements). The simplest finite element is a linear tetrahedron with four nodes, located at the four corners. The unknown functions are then represented by simple interpolating functions with unknown coefficients. The interpolating functions over the tetrahedron are usually a polynomial of first (linear) or second (quadratic) order, written in terms of the node positions. Thus, the original boundary value problem with an infinite number of degrees of freedom is converted into a problem with a finite number of degrees of freedom, thus leading to a finite number of unknowns. The solution scheme is obtained by testing the equations with functions equal to interpolating functions (Galerkin testing) in a similar way as it is done in MoM. The appropriate numbering of the nodes in a global system leads to a linear system which possesses a limited banded matrix, with relevant advantages in terms of inversion time and memory storage. This renders FEM more convenient than a volumetric MoM, which does not satisfy this property. The difficulty in using FEM in antenna problems is, as in FDTD, the termination of the discretized domain. Absorbing boundary conditions can be used for this purpose as well as a formulation referred to as Finite Element Boundary Integral (FEBI) method [62]-[63]. The latter is based on a separation into internal and external regions through the equivalence theorem, followed by the imposition of the continuity of the tangential components of the fields at the interface. The internal region is treated by FEM, and the external region is treated by IE and solved by MoM. Therefore, FEBI can be also seen as a hybridization of the FEM and MoM scheme, and it is implemented in various commercial solvers. However, due to the MoM coupling, FEBI matrices are not banded.

We finally mention those methods which, although not being general as the others, are widely used because they are extremely fast when applicable. These are the Modal Expansion (MEX) Methods [64]. They consist in dividing a closed domain in several subdomains where the modes are known in analytical forms. The modal representations in the different regions are matched together by applying continuities of tangential fields at the domain boundaries, which also determines the unknown coefficients of the expansion. The original application of
this method to waveguide discontinuities and corrugated horns is known under the name of Mode Matching (MM). Several generalizations of this method are formulated in literature, which are referred to as Generalized Scattering Matrix (GSM) or Generalized Admittance Matrix (GAM) [65]-[66]. In both these methods, the domains are more general than simple waveguide regions, although closed form analytical modes must exist for the fields inside them. The advantage of these classical methods is that they are extraordinary fast and accurate, since the problem can be formalized as a microwave network with a limited number of ports. They are so fast that they can be directly applied during the optimization process of designing antenna or microwave devices (e.g., corrugated horns and microwave waveguide filters). The disadvantages consist in their limited range of applicability. However, the applicability can be extended by hybridization with FEM in domains where modes are not known in analytical form. The MEX technique applied to periodic structure can be formulated by the use of Floquet Wave (FW) expansions, thus leading to a method successfully used since the eighties for the study of Frequency Selective Surfaces (FSS) [67].

A class of hybrid methods, very popular nowadays, is known under the name of Domain Decomposition Methods (DDM) [68]-[70]. These methods solve large boundary value problems in terms of several smaller domain boundary value domain problems, with overlapped or disjoined domains. DDM allows for the use of different techniques in the various subdomains, and thereby massive numerical parallel processing. DDM can be thought as the generalization of a MEX method to open domains [71], for those cases where the domains are disjoined and spherical wave or beam expansions are used in the network description.

Today, all the main software companies for EM solvers have implemented MoM, FEM, FDTD and Mode Matching in their products, and most of them also have HF ray-based solvers. The formulations inside the solvers are rapidly evolving in successive releases. However, each of the most popular software became famous for one particular method. For instance the ANSYSHFSSTM [72] has an original release based on FEM, FEKOTM [73] on MoM CSTTM [74], on a special version of FTDT, GRASPTM [75] on PO and UTD.
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## Chapter 2

## Characterization of directive antennas

The purpose of the present chapter is to define and describe in general terms the different quantities that are normally used to characterize microwave antennas. All these quantities are functions of electromagnetic fields or currents, and these fields and currents are everywhere in this book assumed to be time-harmonic. Time-harmonic fields are most conveniently described by complex vectors. Therefore, we start by defining these as well as the related time average power density (Section 2.1).

Radiation fields are waves propagating in the radial direction away from the antenna. Far away from the antenna they can locally be thought of as plane waves. So we describe the plane wave and its possible polarizations in the rectangular coordinate system in Section 2.2. This description comes as a simple introduction to the more complicated treatment of the polarization of the radiation field in the actual spherical coordinate system in Section 2.3. This section also deals with the far-field function and the different radiation patterns extracted from it, as well as the directive gain and the directivity.

Several antennas consist of rotationally symmetric structures that are excited in some way, e.g., by a dipole located on the symmetry axis. Rotationally symmetric structures are also called Bodies of Revolution (BOR). For BOR antennas which are excited with azimuthal field of no or simple variation, there are some important and useful relations between the radiation fields in different planes. These are described in Section 2.4.

The antenna is always part of a system which also includes at least a transmitter or receiver. The system performance is best characterized in terms of the antenna gain $G$ (also called power gain), effective aperture, ohmic losses, antenna noise temperature T and the figure of merit. In a communication system, the latter is also called $G / T$ (say " $G$ over $T$ "). These quantities are defined in Section 2.5. We will also present the equivalent circuits of transmitting and receiving antennas.

### 2.1 Time-harmonic electromagnetic fields

We will in this course calculate the electric and magnetic fields generated by given electric or magnetic source currents ${ }^{1}$. When the source current varies fast with time, we may get radiation of propagating electromagnetic fields. Such a wave propagation is most simply studied for the case that the sources have a steady sinusoidal time variation of the form

$$
\begin{equation*}
\cos (\omega t+\phi)=\Re\left\{e^{j(\omega t+\phi)}\right\} \tag{2.1}
\end{equation*}
$$

where $\phi$ is the phase in radians and $\omega=2 \pi f=2 \pi / T$ is the angular frequency in radians/seconds with $f$ the frequency in Hz and $T$ the period in seconds. Then, all the resulting fields must be time-harmonic as well. The fields are generally vector functions of all space coordinates and the time, so we may write

$$
\begin{align*}
\vec{E}(x, y, z, t) & =\Re\left\{\mathbf{E}(x, y, z) e^{j \omega t}\right\}  \tag{2.2}\\
\vec{H}(x, y, z, t) & =\Re\left\{\mathbf{H}(x, y, z) e^{j \omega t}\right\} \tag{2.3}
\end{align*}
$$

where $\vec{E}(x, y, z, t)$ and $\vec{H}(x, y, z, t)$ are instantaneous values of the E- and H-fields, respectively, at a time $t$ and location $\mathbf{r}=x \hat{\mathbf{x}}+y \hat{\mathbf{y}}+z \hat{\mathbf{z}} . \mathbf{E}(x, y, z)$ and $\mathbf{H}(x, y, z)$ are time-harmonic vector fields of the form

$$
\begin{equation*}
\mathbf{E}(x, y, z)=E_{x}(x, y, z) \hat{\mathbf{x}}+E_{y}(x, y, z) \hat{\mathbf{y}}+E_{z}(x, y, z) \hat{\mathbf{z}} \tag{2.4}
\end{equation*}
$$

where $E_{x}(x, y, z), E_{y}(x, y, z)$ and $E_{z}(x, y, z)$ are complex functions, and similarly for $\mathbf{H}(x, y, z)$. All the formulas and the results in this book are expressed in terms of such time-harmonic vector fields (and currents). We do normally not need to generate the instantaneous field and current functions from the time-harmonic versions, although it can be done by using (2.2) and (2.3). The instantaneous power $P(t)$ crossing a closed surface $S$ with a normal $\hat{\mathbf{n}}$ can be calculated from (see [1, Section 8-5.1])

$$
\begin{equation*}
P(t)=\iint_{S} \vec{E} \times \vec{H} \cdot \hat{\mathbf{n}} d S \tag{2.5}
\end{equation*}
$$

where $\vec{E} \times \vec{H}$ is called the instantaneous Poynting vector. The fields are periodic with period $T$, so the power averaged over a period $T$ must be constant independent of $t$. It becomes

$$
\begin{equation*}
P_{\mathrm{ave}}=\frac{1}{T} \int_{0}^{T} P(t) d t=\iint_{S}\left(\mathbf{W}_{\mathrm{ave}} \cdot \hat{\mathbf{n}}\right) d S \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{W}_{\mathrm{ave}}=\frac{1}{2} \Re\left\{\mathbf{E} \times \mathbf{H}^{*}\right\}, \tag{2.7}
\end{equation*}
$$

is the time average Poynting vector or power density vector. The factor $1 / 2$ in (2.7) comes from time averaging over the product of two cosine functions, containing the harmonic time dependences of the E- and H-fields, respectively. We could also have removed this $1 / 2$ factor if we had defined $\mathbf{E}(x, y, z)$ and $\mathbf{H}(x, y, z)$ as the Root-Mean-Square (RMS). Also called effective complex fields instead of peak values. The consequence of assuming time-harmonic electromagnetic fields is that the analysis needs to be done for one frequency at the time. In practice the analysis must be done for some discrete frequencies over the operational bandwidth of the antenna. It is often sufficient to choose the three frequencies representing the lower band-edge, the center, and the upper band-edge.
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### 2.2 Plane waves and their polarization

At an observation point far away from an antenna we can always regard the radiation field locally as a propagating plane wave. Therefore, the fields incident on a receiving antenna can normally be considered as a plane wave. The time-harmonic E- and H-fields of a plane wave propagating in positive $z$-direction in free space are described by ${ }^{2}$

$$
\begin{gather*}
\mathbf{E}=\mathbf{E}_{t} e^{-j k z}=\left[E_{x} \hat{\mathbf{x}}+E_{y} \hat{\mathbf{y}}\right] e^{-j k z}  \tag{2.8}\\
\mathbf{H}=\frac{1}{\eta} \hat{\mathbf{z}} \times \mathbf{E}=\frac{1}{\eta} \hat{\mathbf{z}} \times \mathbf{E}_{t} e^{-j k z}=\frac{1}{\eta}\left[-E_{y} \hat{\mathbf{x}}+E_{x} \hat{\mathbf{y}}\right] e^{-j k z}, \tag{2.9}
\end{gather*}
$$

where $\eta=377 \Omega \approx 120 \pi \Omega$ is the wave impedance in free space,

$$
k=2 \pi / \lambda
$$

is the wavenumber and $\lambda$ is the wavelength. $E_{t}$ is the E-field vector with the propagation factor $e^{-j k z}$ omitted. The wavelength in free space can be calculated from the frequency $f$ by using

$$
\lambda=\frac{c}{f}
$$

i.e., $\lambda[\mathrm{mm}] \approx 300 / f[\mathrm{GHz}]$ where $c=2.99790 \times 10^{8} \mathrm{~m} / \mathrm{s}$ is the phase velocity in free space (also called the speed of light). The power density vector becomes

$$
\begin{align*}
\mathbf{W}_{\mathrm{ave}}(x, y, z) & =\frac{1}{2} \Re\left\{\mathbf{E} \times \mathbf{H}^{*}\right\}=\frac{1}{2 \eta}\left[\mathbf{E} \times \hat{\mathbf{z}} \times \mathbf{E}^{*}\right] \\
& =\frac{1}{2 \eta}\left|\mathbf{E}_{t}\right|^{2} \hat{\mathbf{z}}=\frac{1}{2 \eta}\left[\left|E_{x}\right|^{2}+\left|E_{y}\right|^{2}\right] \hat{\mathbf{z}} \tag{2.10}
\end{align*}
$$

which means that there is a propagation of power in the positive $z$-direction.
The electric (and magnetic) fields have both $x$ - and $y$-components, i.e., $E_{x}$ and $E_{y}$, and $H_{x}$ and $H_{y}$, respectively. The electromagnetic wave is said to be polarized. This property makes it possible to simultaneously modulate different signals on $E_{x}$ and $E_{y}$, at the same frequency. Thus, we are able to re-use the frequencies in a communication system and essentially double the capacity. Generally, we may re-use frequency by making use of any pair of orthogonal polarizations, not only the $x$ - and $y$-polarizations. In order to enable use of both polarizations, both the transmitting and receiving antennas must be designed for good isolation between the two polarizations. This means that if we have modulated different signals on the two field components, we must be able to detect them without mutual interference. Such requirements are formulated by treating one of the polarizations as the desired (co-polar) polarization, and, when this is excited, the second orthogonal polarization is undesired (cross-polar). The isolation is then the ratio between the co-polar and cross-polar components. When the second polarization is excited, this is co-polar and the first is cross-polar. The isolation for this case will be the same if we consider the same dual-polarized antenna (due to reciprocity).

The polarization is always determined from the characteristics of the E-field and can be described in terms of a desired co-polar component $E_{\text {co }}$ which is parallel with a co-polar unit vector $\hat{\mathbf{c o}}$, and an undesired cross-polar component $E_{\mathrm{xp}}$ which is parallel with a cross-polar

[^2]unit vector $\hat{\mathbf{x p}}$, which is orthogonal to $\hat{\mathbf{c o}}$. Both $\hat{\mathbf{c o}}$ and $\hat{\mathbf{x p}}$ are orthogonal to the propagation direction $\hat{\mathbf{z}}$. Thus, we can recast the total E-field as
\[

$$
\begin{equation*}
\mathbf{E}=\left(E_{\mathrm{co}} \hat{\mathbf{c o}}+E_{\mathrm{xp}} \hat{\mathbf{x}}\right) e^{-j k z} \tag{2.11}
\end{equation*}
$$

\]

The co- and cross-polar unit vectors are generally orthonormal complex vectors, satisfying

$$
\begin{align*}
|\hat{\mathbf{c o}}|^{2}=\hat{\mathbf{c o}} \cdot \hat{\mathbf{c o}}^{*}=1, & \hat{\mathbf{c o}} \cdot \hat{\mathbf{x}} \hat{\mathbf{p}}^{*}=0  \tag{2.12}\\
|\hat{\mathbf{x p}}|^{2}=\hat{\mathbf{x p}} \cdot \hat{\mathbf{x}}{ }^{*}=1, & \hat{\mathbf{x p}} \cdot \hat{\mathbf{c o}^{*}}=0 \tag{2.13}
\end{align*}
$$

Therefore, the co- and cross-polar components of the E-field $\left(\mathbf{E}_{t}\right)$ can be found by scalar multiplication of the E-field with $\hat{\mathbf{c o}}^{*}$ and $\hat{\mathbf{x p}}^{*}$, respectively, i.e.,

$$
\begin{equation*}
E_{\mathrm{co}}=\mathbf{E}_{t} \cdot \hat{\mathbf{c o}}^{*}, \quad E_{\mathrm{xp}}=\mathbf{E}_{t} \cdot \hat{\mathbf{x}}^{*} . \tag{2.14}
\end{equation*}
$$

### 2.2.1 Linear polarization

When the E-field is $y$-directed, we refer to it as linearly $y$-polarized. If this is the desired co-polar polarization, we have ${ }^{3}$

$$
\begin{gather*}
\hat{\mathbf{c o}}=\hat{\mathbf{y}}, \quad \hat{\mathbf{x p}}=\hat{\mathbf{x}},  \tag{2.15}\\
E_{\mathrm{co}}=\mathbf{E}_{t} \cdot \hat{\mathbf{y}}^{*}=\mathbf{E}_{t} \cdot \hat{\mathbf{y}}=E_{y},  \tag{2.16}\\
E_{\mathrm{xp}}=\mathbf{E}_{t} \cdot \hat{\mathbf{x}}^{*}=\mathbf{E}_{t} \cdot \hat{\mathbf{x}}=E_{x} . \tag{2.17}
\end{gather*}
$$

For a co-polar linear polarization in $x$-direction we choose correspondingly ${ }^{4}$

$$
\begin{equation*}
\hat{\mathbf{c o}}=\hat{\mathbf{x}}, \quad \hat{\mathbf{x}} \mathbf{p}=-\hat{\mathbf{y}} . \tag{2.18}
\end{equation*}
$$

A linear polarization is often referred to as being horizontal (HOR) or vertical (VER). A HOR polarization is horizontal relative to the ground. It is defined mathematically by a real $\hat{\mathbf{c o}} \perp \hat{\mathbf{n}} \perp \hat{\mathbf{z}}$ where $\hat{\mathbf{n}}$ is the normal to the ground and $\hat{\mathbf{z}}$ is the direction of propagation. The E-field of a VER polarization is not necessarily normal to the ground (i.e., we normally do not require that $\hat{\mathbf{c o}}=\hat{\mathbf{n}}$, but rather $\hat{\mathbf{c o}}$ lies in the plane defined by $\hat{\mathbf{z}}$ and $\hat{\mathbf{n}})$. This makes it possible to use the terms HOR and VER polarizations also of waves not propagating parallel with the ground, such as a wave leaving ground in a certain elevation direction (Fig. 2.1). The horizontal and vertical polarizations are often also referred to as perpendicular and parallel polarizations, respectively, relative to the elevation plane.
Generally, an arbitrary linear polarization can be defined by co- and cross-polar unit vectors of the form

$$
\begin{align*}
& \hat{\mathbf{c o}}=\cos \xi \hat{\mathbf{x}}+\sin \xi \hat{\mathbf{y}},  \tag{2.19}\\
& \hat{\mathbf{x p}}=\sin \xi \hat{\mathbf{x}}-\cos \xi \hat{\mathbf{y}} . \tag{2.20}
\end{align*}
$$

We see that $\xi=\pi / 2$ for a desired $y$-polarization and $\xi=0$ for a desired $x$-polarization. If we do not require a specific direction of the linear polarization, we can choose $\xi$ in such a way that the cross-polar component of the field is minimized.
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Figure 2.1: Illustration of horizontal (left) and vertical (right) polarization of an antenna with a certain elevation angle $\alpha$ measured from the horizon.


Field vector as a function of $z$ at $t=0$

Figure 2.2: *A linear $x$-polarized wave (upper) and a right-hand circular (RHC) polarized wave (lower), plotted as a function of $z$ for fixed $t$ (left) and as a function of $t$ for fixed $z$ (right). There exist Matlab code which generates videos of the field vector as a function of $z$ when the time $t$ increases.

### 2.2.2 Circular polarization

A plane wave can also have an E-field that rotates an angle $2 \pi$ in the $x y$-plane when the time passes through a period $T$. This rotation of the E-field may either be observed $i$ ) at a given position in space as a function of increasing time; or, ii) at a given time as a function of $z$ along the direction towards which the wave propagates. In both cases the fields may have either a right-hand or left-hand rotation, corresponding to the directions of the fingers of respectively the right or left hand when the thumb is pointing in the direction of propagation of the wave (i.e., the positive $z$-axis). However, the two observation methods $i$ ) and $i i$ ) give different answers to whether the rotation direction is right-hand or left-hand. Observation method $i$ ) is always chosen for the definition by convention (Fig. 2.2 ${ }^{5}$ ).

We thus simply define right-hand circular (RHC) polarization for waves propagating in the $z$-direction by the unit vector

$$
\begin{equation*}
\hat{\mathbf{c o}}=(\hat{\mathbf{x}}-j \hat{\mathbf{y}}) / \sqrt{2}, \tag{2.21}
\end{equation*}
$$

which means that the $y$-component has a phase factor $-j=e^{-j \pi / 2}$ compared to the $x$ component. In other words, the $y$-component of the field is delayed by $t_{0}=T / 4$ (i.e., a quarter of a period) compared to the $x$-component. Let us study in more detail a RHCpolarized plane wave of the form

$$
\begin{equation*}
\mathbf{E}=\hat{\mathbf{c}} \mathbf{o} e^{-j k z}=(\hat{\mathbf{x}}-j \hat{\mathbf{y}}) e^{-j k z} / \sqrt{2} . \tag{2.22}
\end{equation*}
$$

The time-varying field is

$$
\begin{equation*}
\vec{E}(z, t)=\Re\left\{\mathbf{E} e^{j \omega t}\right\}=E_{x}(z, t) \hat{\mathbf{x}}+E_{y}(z, t) \hat{\mathbf{y}} \tag{2.23}
\end{equation*}
$$

with

$$
\begin{align*}
E_{x}(z, t) & =\Re\left\{\mathbf{E} \cdot \hat{\mathbf{x}} e^{j \omega t}\right\}=\cos (\omega t-k z) / \sqrt{2} \\
E_{y}(z, t) & =\Re\left\{\mathbf{E} \cdot \hat{\mathbf{y}} e^{j \omega t}\right\}=\cos \left(\omega t-\frac{\pi}{2}-k z\right) / \sqrt{2} \\
& =\cos \left(\omega\left(t-\frac{T}{4}\right)-k z\right) / \sqrt{2}  \tag{2.24}\\
& =\cos \left(\omega t-k\left(z+\frac{\lambda}{4}\right)\right) / \sqrt{2}
\end{align*}
$$

The above $\vec{E}(z, t)$ for RHC circular polarization is plotted in Fig. 2.2 as a function of $z$ for $t=0$ and as a function of $t$ for $z=0 . \vec{E}(z, t)$ for linear $x$-polarization is also plotted. We see that the plot shows a right-hand circular spiral when $\vec{E}(z, t)$ is plotted as a function of $t$. The cross-polar unit vector which corresponds to $\hat{\mathbf{c o}}$ in $(2.21)$ is ${ }^{6}$

$$
\begin{equation*}
\hat{\mathbf{x}} \mathbf{p}=(\hat{\mathbf{x}}+j \hat{\mathbf{y}}) / \sqrt{2} \tag{2.25}
\end{equation*}
$$

When the propagating E-field has the form in (2.11), we find the complex amplitudes of its co- and cross-polar fields to be

$$
\begin{equation*}
E_{\mathrm{co}}=\mathbf{E} \cdot \hat{\mathbf{c}}^{*}=\left(E_{x}+j E_{y}\right) / \sqrt{2}, \tag{2.26}
\end{equation*}
$$

[^4]\[

$$
\begin{equation*}
E_{\mathrm{xp}}=\mathbf{E} \cdot \hat{\mathbf{x}}^{*}=\left(E_{x}-j E_{y}\right) / \sqrt{2} . \tag{2.27}
\end{equation*}
$$

\]

The complex values can be expressed in terms of their amplitudes and phases, according to

$$
\begin{equation*}
E_{x}=\left|E_{x}\right| e^{j \phi_{x}}, \quad E_{y}=\left|E_{y}\right| e^{j \phi_{y}} \tag{2.28}
\end{equation*}
$$

We see that $E_{\mathrm{xp}}=0$ if $\left|E_{x}\right|=\left|E_{y}\right|$ and $\phi_{y}-\phi_{x}=-\pi / 2$. This corresponds to the condition described in the next paragraph.

The RHC circularly polarized wave can be excited by two orthogonal, but otherwise equal, linearly polarized antennas. Assume that the two antennas are $x$-and $y$-polarized, respectively. Then, the $90^{\circ}$ delay of the signal on the $y$-polarized antenna relative to the $x$-polarized one can be obtained by connecting the $x$ - and $y$-polarized antennas to the in-phase ( $0^{\circ}$ ) and quadrature $\left(-90^{\circ}\right)$ outputs of a 3 dB hybrid power divider, respectively. Alternatively, we can feed the $y$-polarized antenna through a cable which is $\Delta z=\lambda_{c} / 4$ longer than the cable feeding the $x$-polarized antenna where, $\lambda_{c}$ is the wavelength in the cable. We also can generate circular polarization by using helical antennas and many other ways.
We define left-hand circular (LHC) polarization correspondingly by co and cross-polar unit vectors of the forms

$$
\begin{align*}
& \hat{\mathbf{c o}}=(\hat{\mathbf{x}}+j \hat{\mathbf{y}}) / \sqrt{2},  \tag{2.29}\\
& \hat{\mathbf{x p}}=(\hat{\mathbf{x}}-j \hat{\mathbf{y}}) / \sqrt{2} . \tag{2.30}
\end{align*}
$$

Generally, we may define a desired elliptical polarization by the unit vectors

$$
\begin{gather*}
\hat{\mathbf{c o}}=\left[\hat{\mathbf{x}}+A e^{j \Delta \phi} \hat{\mathbf{y}}\right] / \sqrt{1+A^{2}},  \tag{2.31}\\
\hat{\mathbf{x p}}=\left[-A e^{-j \Delta \phi} \hat{\mathbf{x}}+\hat{\mathbf{y}}\right] / \sqrt{1+A^{2}} \tag{2.32}
\end{gather*}
$$

where $A$ and $\Delta \phi$ are real constants. However, the elliptical polarization has no practical interest as a desired polarization, although in practice linearly and circularly polarized fields are often elliptically polarized as the cross-polarization is never identically zero. An elliptical polarization is obtained by adding two orthogonal circular polarizations with different amplitudes, or by adding two orthogonal linear polarizations with different phases. Adding two orthogonal circular polarizations with equal amplitude gives linear polarization. Adding two orthogonal linear polarizations with $90^{\circ}$ phase difference and equal amplitudes gives circular polarization.

### 2.2.3 Axial ratio and cross-polarization

The polarization ellipse is the curve which the peak of the E-field describes when the time varies in a plane normal to the propagation direction of the wave. The ellipse can be characterized by its maximum and minimum field values, $\left|E_{\max }\right|$ and $\left|E_{\min }\right|$, respectively. The Axial Ratio (AR) of the ellipse is defined by

$$
\begin{equation*}
(\mathrm{AR})_{\mathrm{dB}}=10 \log \left|\frac{E_{\max }}{E_{\min }}\right|^{2} \mathrm{~dB} \tag{2.33}
\end{equation*}
$$

For a desired circular polarization the AR in dB and the amplitudes of the co- and cross-polar fields are related by

$$
\begin{equation*}
(\mathrm{AR})_{\mathrm{dB}}=10 \log \left[\frac{\left|E_{\mathrm{co}}\right|+\left|E_{\mathrm{xp}}\right|}{\left|E_{\mathrm{co}}\right|-\left|E_{\mathrm{xp}}\right|}\right]^{2} \mathrm{~dB} \tag{2.34}
\end{equation*}
$$

For an ideally circularly polarized wave the AR is unity ( 0 dB ). The axial ratio is infinity for an ideally linearly polarized wave.
The cross-polar level can be quantified in four different ways: by the cross-polar decoupling (also called the cross-polar isolation)

$$
\begin{equation*}
(\mathrm{XPD})_{\mathrm{dB}}=10 \log \left|\frac{E_{\mathrm{co}}}{E_{\mathrm{xp}}}\right|^{2} \mathrm{~dB} \tag{2.35}
\end{equation*}
$$

by the relative cross-polar level

$$
\begin{equation*}
(\mathrm{XP})_{\mathrm{dB}}=10 \log \left|\frac{E_{\mathrm{xp}}}{E_{\mathrm{co}}}\right|^{2} \mathrm{~dB}, \tag{2.36}
\end{equation*}
$$

by the polarization efficiency which is the ratio in dB between the co-polar power density and the total power density of the wave, i.e.,

$$
\begin{equation*}
\left(e_{\mathrm{pol}}\right)_{\mathrm{dB}}=10 \log \left(\frac{\left|E_{\mathrm{co}}\right|^{2}}{\left|E_{\mathrm{co}}\right|^{2}+\left|E_{\mathrm{xp}}\right|^{2}}\right) \mathrm{dB} . \tag{2.37}
\end{equation*}
$$

### 2.2.4 Example: Amplitude and phase errors in circular polarization excitations

Circular polarization is often generated by using two linearly polarized antennas. In this case, it is important to know how accurate the two linear excitations need to be relative to each other. We will study this.
Consider an $x$-polarized plane wave of unit amplitude and a $y$-polarized plane wave of amplitude $j A e^{j \Delta \phi}$, both propagating in the positive $z$-direction. The combined wave has left-hand circular (LHC) polarization when $A=1$ and $\Delta \phi=0$. Find the requirements to the maximum acceptable deviations of $A$ (in dB ) or $\Delta \phi$ (in degrees) from these values which give a crosspolar decoupling better than 25 dB . What is the polarization efficiency and axial ratio in this case?

## SOLUTION:

The vector amplitude of the combined $z$-propagating wave is (see (2.8))

$$
\mathbf{E}_{t}=E_{x} \hat{\mathbf{x}}+E_{y} \hat{\mathbf{y}}=\hat{\mathbf{x}}+j A e^{j \Delta \phi} \hat{\mathbf{y}}
$$

with $A=10^{(A)_{\mathrm{dB}} / 20}$. The co-polar LHC component is found by using (2.14) with (2.29) for the co-polar unit vector:

$$
E_{\mathrm{co}}=\mathbf{E}_{t} \cdot \hat{\mathbf{c o}}^{*}=\left(\hat{\mathbf{x}}+j A e^{j \Delta \phi} \hat{\mathbf{y}}\right) \cdot(\hat{\mathbf{x}}-j \hat{\mathbf{y}}) / \sqrt{2}=\left(1+A e^{j \Delta \phi}\right) / \sqrt{2} .
$$

The cross-polar RHC component is correspondingly found from (2.14) using (2.30) for the cross-polar unit vector:

$$
E_{\mathrm{xp}}=\mathbf{E}_{t} \cdot \hat{\mathbf{x p}}^{*}=\left(\hat{\mathbf{x}}+j A e^{j \Delta \phi} \hat{\mathbf{y}}\right) \cdot(\hat{\mathbf{x}}+j \hat{\mathbf{y}}) / \sqrt{2}=\left(1-A e^{j \Delta \phi}\right) / \sqrt{2}
$$



Figure 2.3: *Amplitude error (left scale) and phase error (right scale) of circular polarization excitations as a function of resulting relative cross-polar level.

The resulting relative cross-polar level is

$$
\left|\frac{E_{\mathrm{xp}}}{E_{\mathrm{co}}}\right|=\left|\frac{1-A e^{j \Delta \phi}}{1+A e^{j \Delta \phi}}\right|
$$

We can now evaluate this for different $(A)_{\mathrm{dB}}$ and $\Delta \phi$ in order to find the requirements on $(A)_{\mathrm{dB}}$ and $\Delta \phi$. We have done this and plotted the results in Fig. 2.3^. The polarization efficiency as obtained by (2.37) is plotted in Fig. 2.4 ${ }^{\star}$.
In addition, let us use a more elegant approach by deriving approximate expressions valid for small $(A)_{\mathrm{dB}}$ and $\Delta \phi$. These will be useful for rapid calculations by hand. We first consider the case that there are only amplitude errors (i.e., $\Delta \phi=0$ ). Then, by using one of the series expansions in Appendix B, we get

$$
A=10^{(A)_{\mathrm{dB}} / 20} \approx\left(1+0.115(A)_{\mathrm{dB}}\right) \quad \text { for }(A)_{\mathrm{dB}} \ll 4.3 \mathrm{~dB}
$$

This gives from (2.36)

$$
\begin{gathered}
\mathrm{XP}=\left|\frac{E_{\mathrm{xp}}}{E_{\mathrm{co}}}\right| \approx\left|\frac{-0.115(A)_{\mathrm{dB}}}{2+0.115(A)_{\mathrm{dB}}}\right| \approx 0.0575\left|(A)_{\mathrm{dB}}\right| \\
(\mathrm{XP})_{\mathrm{dB}} \approx-25+20 \log \left|(A)_{\mathrm{dB}}\right| \mathrm{dB}
\end{gathered}
$$

Thus, the cross-polarization is -25 dB when the amplitude error is $(A)_{\mathrm{dB}}=1 \mathrm{~dB}$. The axial ratio is found by using (2.34) with $E_{\max }=1$ and $E_{\min }=A$ or opposite. Thus,

$$
(\mathrm{AR})_{\mathrm{dB}}=\left|(A)_{\mathrm{dB}}\right|
$$

Let us now consider the case that $(A)_{\mathrm{dB}}=0 \mathrm{~dB}$ and $\Delta \phi \ll 180^{\circ}$, i.e., only phase errors. Then, we get by using an expansion formula in Appendix B

$$
A e^{j \Delta \phi}=e^{j \Delta \phi}=1+j(\Delta \phi)_{r a d}=1+j \frac{\pi}{180^{\circ}}(\Delta \phi)^{\circ}
$$



Figure 2.4: *Polarization efficiency as a function of relative cross-polar level.

Further, using (2.36)

$$
\begin{gathered}
\mathrm{XP}=\left|\frac{E_{\mathrm{xp}}}{E_{\mathrm{co}}}\right|=\left|\frac{-j(\Delta \phi)_{\mathrm{rad}}}{2+j(\Delta \phi)_{\mathrm{rad}}}\right|=\frac{\pi}{360}(\Delta \phi)^{\circ}, \\
(\mathrm{XP})_{\mathrm{dB}}=20 \log \mathrm{XP}=-41+20 \log \left|(\Delta \phi)^{\circ}\right| \mathrm{dB} .
\end{gathered}
$$

Thus, when the phase error is $1^{\circ}$, the relative cross-polarization is -41 dB . The axial ratio is found by using (2.34). We get

$$
\begin{aligned}
(\mathrm{AR})_{\mathrm{dB}} & =20 \log \left|\frac{1+\left|E_{\mathrm{xp}} / E_{\mathrm{co}}\right|}{1-\left|E_{\mathrm{xp}} / E_{\mathrm{co}}\right|}\right| \mathrm{dB} \approx 20 \log \left[1+\frac{\pi}{180^{\circ}}|(\Delta \phi)|^{\circ}\right] \mathrm{dB} \\
& \approx 20(\log \mathrm{e}) \frac{\pi}{180^{\circ}}(\Delta \phi)^{\circ} \mathrm{dB}=\left|(\Delta \phi)^{\circ}\right| / 6.3 \mathrm{~dB},
\end{aligned}
$$

where we have made use of another series expansion from Appendix B. Thus, the axial ratio in dB due to phase errors can readily be calculated by dividing the phase error (in degrees) by 6.3 .

For low cross-polarizations, the polarization efficiency in (2.37) becomes,

$$
\left(e_{\mathrm{pol}}\right)_{\mathrm{dB}}=10 \log \left(1-\left|\frac{E_{\mathrm{xp}}}{E_{\mathrm{co}}}\right|^{2}\right) \mathrm{dB}=-4.3\left|E_{\mathrm{xp}} / E_{\mathrm{co}}\right|^{2} \mathrm{~dB},
$$

by using also an expansion formula from Appendix B. We see that common relative crosspolar power levels below 0.01 (i.e., -20 dB ) cause very low losses. Studying the above formulas, we see that our numerical example gives the following answer. In order to get the cross-polar decoupling better than 25 dB (i.e., the cross-polar level lower than -25 dB ), we need

$$
\begin{array}{ll}
\left|(A)_{\mathrm{dB}}\right|<1 \mathrm{~dB} & \text { when } \Delta \phi=0 \\
(\Delta \phi)^{\circ}<6.3^{\circ} & \text { when }(A)_{\mathrm{dB}}=0
\end{array}
$$

The axial ratio is 1 dB in both cases, and the polarization loss is 0.014 dB . The results can also be read out of Fig. 2.3. The polarization efficiency is plotted in Fig. 2.4 as a function of the relative cross-polar level.


Figure 2.5: Illustration of four-port polarizer (a) and drawing of septum polarizer (b) with rectangular and square waveguide ports.

### 2.2.5 Polarizer for generating circular polarization

In order to generate dual circular polarization from two linear ones we need a polarizer. This can be realized in many different ways. In most cases we can represent it as a passive circuit component with four ports (Fig. 2.5), which for the ideal lossless case is described by the scattering matrix

$$
\left[S_{i j}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{cccc}
0 & 0 & 1 & -j \\
0 & 0 & -j & 1 \\
1 & -j & 0 & 0 \\
-j & 1 & 0 & 0
\end{array}\right]
$$

where $S_{i j}=V_{i}^{-} / V_{j}^{+}$, with $V_{i}^{-}$is the amplitude of the wave leaving port $i$, and $V_{j}^{+}$is the amplitude of the wave exciting port $j$, both of them for the case when $V_{k}^{+}=0$ for $k \neq j$.

The polarizer works as follows: We connect ports 3 and 4 to two similar and lossless but orthogonally $x$ - and $y$-polarized antennas which are impedance matched to the characteristic impedance of these ports. Then, from this excitation, there comes a propagating wave of the form

$$
\mathbf{E} e^{-j k z}=\left(V_{3}^{-} \hat{\mathbf{x}}+V_{4}^{-} \hat{\mathbf{y}}\right) e^{-j k z}
$$

If we excite port 1 with unit amplitude, i.e., $V_{1}^{+}=1$, the signal out of port 3 has amplitude $V_{3}^{-}=S_{31} V_{1}^{+}=1 / \sqrt{2}$ and that out of port 4 has $V_{4}^{-}=S_{41} V_{1}^{+}=-j / \sqrt{2}$. Thus, the combined field has the form

$$
\mathbf{E}_{1}=S_{31} \hat{\mathbf{x}}+S_{41} \hat{\mathbf{y}}=(\hat{\mathbf{x}}-j \hat{\mathbf{y}}) / \sqrt{2},
$$

which represents RHC polarization according to (2.21). When port 2 is excited, we get correspondingly

$$
\mathbf{E}_{2}=S_{32} \hat{\mathbf{x}}+S_{42} \hat{\mathbf{y}}=(-j \hat{\mathbf{x}}+\hat{\mathbf{y}}) / \sqrt{2}=(-j)(\hat{\mathbf{x}}+j \hat{\mathbf{y}}) / \sqrt{2},
$$

which represents LHC polarization according to (2.29).
A polarizer, can for, instance be realized as a microwave circuit with four coaxial ports. It can also be realized with circular waveguide input and output. Then, each of the two orthogonal
linear polarizations in the single mechanical input of the circular waveguide represent ports 1 and 2 , respectively. The single output circular waveguide contains both the two orthogonal linearly polarized output ports 3 and 4 . Thus, in this case both input circuit ports 1 and 2 are present in the same physical circular input waveguide port, and similarly both output circuit ports 3 and 4 are present in the same physical output circular waveguide port. The septum polarizer is a very compact polarizer. This is realized with two physically separated rectangular waveguide input ports 1 and 2 (see Fig. 2.5b), and a physical quadratic or circular output waveguide containing both the circuit ports 3 and 4 . The quadratic or circular waveguide output is very convenient, in particular for feeding circular waveguide horn antennas with dual circular polarization. The physically separate input ports are convenient as no extra orthomode transducer is needed.

### 2.2.6 Example: Mismatch in polarizer

a) Assume that the $x$ - and $y$-polarized antennas on ports 3 and 4 in Fig. 2.5 have $75 \Omega$ input impedances, whereas the polarizer ports have $50 \Omega$ impedances. Determine the relative crosspolar level and the relative radiated power when we excite port 1 with a unit wave and port 2 is terminated with $50 \Omega$.
b) Repeat the calculations for the case when port 2 is short-circuited.

## SOLUTION:

a) When ports 3 and 4 are terminated by $75 \Omega$, the reflection coefficients are

$$
\left.r=\frac{V_{3}^{+}}{V_{3}^{-}}=\frac{V_{4}^{+}}{V_{4}^{-}}=\frac{75-50}{75+50}=0.2 \quad \text { (i.e., }-14 \mathrm{~dB}\right) .
$$

If port 1 is excited, the waves leaving ports 3 and 4 are $S_{31}=1 / \sqrt{2}$ and $S_{41}=-j / \sqrt{2}$ respectively. These are reflected and create output signals on ports 1 and 2 according to

$$
\begin{aligned}
& V_{1}^{-}=r S_{13}(1 / \sqrt{2})+r S_{14}(-j / \sqrt{2})=(r / 2)-(r / 2)=0 \\
& V_{2}^{-}=r S_{23}(1 / \sqrt{2})+r S_{24}(-j / \sqrt{2})=-j(r / 2)-j(r / 2)=-j r .
\end{aligned}
$$

Thus, equal reflections on ports 3 and 4 cause a wave out of port 2 (i.e., coupling to the orthogonal polarization). If port 2 is ideally impedance matched, $V_{2}^{+}=0$ and there is no reflection back into the polarizer. Therefore, the wave amplitudes on ports 3 and 4 do not change, so the polarization is ideally RHC as in a) with zero cross-polar level. The total radiated power, which is the mismatch factor of the polarizer circuit, becomes one minus the relative power lost in the dummy load at port 2 :

$$
\left.e_{\mathrm{rad}}=1-|r|^{2}=0.96 \quad \text { (i.e., }-0.18 \mathrm{~dB}\right) .
$$

b) In this case we still have $75 \Omega$ on ports 3 and 4 , but we now consider the case when port 2 is short-circuited. Then, $V_{2}^{+}=-V_{2}^{-}=j r$, which gives a new output on ports 3 and 4 providing an E-field of the form

$$
\mathbf{E}_{2}=V_{2}^{+} S_{32} \hat{\mathbf{x}}+V_{2}^{+} S_{42} \hat{\mathbf{y}}=(r / \sqrt{2})(\hat{\mathbf{x}}+j \hat{\mathbf{y}}),
$$

which is LHC and therefore cross-polar. This is again reflected by the $75 \Omega$ load, giving rise to multiple reflections in the polarizer, but these do not destroy the cross-polar level determined already by $\mathbf{E}_{2}$. The relative cross-polar level becomes

$$
(\mathrm{XP})_{\mathrm{dB}}=20 \log \left(\left|\frac{\mathbf{E}_{2}}{\mathbf{E}_{1}}\right|\right)=20 \log |r|=-14 \mathrm{~dB} .
$$

And from (2.34) the axial ratio becomes

$$
(\mathrm{AR})_{\mathrm{dB}}=20 \log \left|\frac{1+|r|}{1-|r|}\right|=20 \log \left|\frac{1.2}{0.8}\right|=3.5 \mathrm{~dB} .
$$

Therefore, mismatches after a polarizer circuit will either cause losses or create cross-polarization or both together.

### 2.3 Radiation fields

This section generally describes the radiation fields of antennas and how we characterize them. When we observe the radiated fields at a point $r$ at a very large distance $\mathbf{r}$ from the antenna, the field variations with distance and direction $\hat{\mathbf{r}}=\mathbf{r} / r$ from the antenna become separable according to $\mathbf{E}(\mathbf{r})=\mathbf{G}(\hat{\mathbf{r}}) e^{-j k r} / r$. Therefore we need only to measure the direction dependence $\mathbf{G}(\hat{\mathbf{r}})$ of the amplitude and phase of the field in order to reconstruct it at any point far away from the antenna. This property is of course very useful, and it is of importance to know the distance outside which we can use it safely.

Moreover, there exist other theoretical cases for which the $r$ dependence is separable from the direction dependence, and for which the $r$ dependence is different from $e^{-j k r} / r$. For example, in two-dimensional (2D) field problems the field varies as $e^{-j k r} / \sqrt{r}$ at large distances. However, ideal 2D antennas are infinitely long and hence not realizable, so we will in real life always observe the $e^{-j k r} / r$ dependence for large $r$. Still, some long antennas and scatterers may be treated approximately as 2D structures in order to facilitate the analysis within certain distances from them, but we will not consider such cases in this book.

Note that the above $e^{-j k r} / r$ dependence is valid only when the antenna is located in free space (i.e., in vacuum). In reality there will be surrounding structures and the atmosphere that affects the radiation field. Still, the theoretical free-space environment is very useful in characterizing antennas. The effect of neighboring structures is often negligible if they are not located in the direction of the main beam. Thus, the vacuum is a good model for the atmosphere unless there is heavy rain, fog, smoke or atmospheric disturbances.

### 2.3.1 Field regions

The radiation field is most often interpreted to be the field in the far-field region at which the $r$ and $\hat{\mathbf{r}}$ dependences of the fields are separable. This appears gradually when $r$ increases, but it has appeared to a very high accuracy when ${ }^{7}$

$$
\begin{equation*}
r \geq 2 D^{2} / \lambda \tag{2.38}
\end{equation*}
$$
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Figure 2.6: Illustration of different field regions around the antenna.

Here $D$ is the largest diameter of the antenna, or more precisely the diameter of the smallest sphere that contains all structural parts of the antenna. Note that this sometimes may include a ground plane on which the antenna is located. The above condition is referred to as the far-field (or Fraunhofer) condition or criterion. The condition in (2.38) is not unique. Sometimes $r \geq\left(D^{2} / \lambda\right)$ is sufficient. It depends strongly on the antenna type and the environment. Also, sometimes $D$ in (2.38) is replaced by an effective diameter. Therefore, in practical work it is important to state clearly the far-field condition being used. In theoretical work, we may simply assume that $r \rightarrow \infty$ in the far-field.

The region for which $r$ is smaller than $D^{2} / \lambda$ or $2 D^{2} / \lambda$ is called the near-field. The near-field is also a radiation field. Indeed, the radiating power is dominating everywhere in the nearfield except very close to the antenna, where reactive oscillating and nonradiating power may dominate. The extent of this inner reactive near-field region cannot be defined in general because it depends strongly on the antenna geometry. However, often the reactive effects vanish at 2-3 wavelengths away from the antenna. The outer and largest part of the nearfield region is correspondingly called the radiating near-field. These different field regions are illustrated in Fig. 2.6.

We will only discuss far-fields in this book, except when studying the Gaussian beam in Section 5.7.

### 2.3.2 "Radiation fields" of receiving antennas

Most of this book is devoted to electromagnetic field analysis of antennas in order to determine their radiation patterns and equivalent circuits. All this analysis is done by considering radiating antennas (i.e., antennas in transmitting mode). In practice, most antennas are used both for transmission and reception, so the receiving mode analysis is equally important as the transmitting mode analysis. Despite this, the analysis methods and their terminology are closely linked to those used for the transmitting antenna. This can be justified by the fact that wave propagation satisfies reciprocity. There is an exception related to waves in some magnetic materials, but such materials are traditionally only used in nonradiating waveguide components and not in the radiating parts of an antenna.

Reciprocity ${ }^{8}$, is a general relation between sources and resultant fields, or between the related currents and voltages. Reciprocity states that if a current source which is present at the port of an antenna $a$ causes a certain voltage measured at the port of another antenna $b$ (which may be located far away from antenna $a$ ), then, if we instead excite antenna $b$ with the same current as antenna $a$ had, we will measure the same voltage at the port of antenna $a$ which we first measured at antenna $b$.

Physically, this means that the antenna structures and the environments between the two antennas affect the amplitude and phase of the transferred fields between the two ports in the same way independent of which direction the wave propagates. This is true independent of which antenna is transmitting and which is receiving. Therefore, it is sufficient only to analyze the antennas in transmitting mode. The performance on reception is reciprocal. Some papers (mainly old ones) calculate the properties of antennas when they operate in the receiving mode, but today the radiation analysis dominates because it is much simpler. Also it is far more easily extended from simple approximate solutions to more accurate and complicated numerical solutions. It is not at all recommended to try to perform field analysis of antennas in the receiving mode. Once the equivalent circuits of the antenna have been determined, an antenna can easily be analyzed as a part of the system, even in the receiving mode, by using network and circuit theory ${ }^{9}$.

### 2.3.3 Far-field function and radiation intensity

From the discussion at the beginning of Section 2.3 we may write the far-field at a point $\mathbf{r}$ generally as

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\frac{1}{r} e^{-j k r} \mathbf{G}(\hat{\mathbf{r}}), \tag{2.39}
\end{equation*}
$$

where $1 / r$ is the divergence factor, $e^{-j k r}$ is the phase factor and $\mathbf{G}(\hat{\mathbf{r}})$ is the complex far-field function (we can also call it the radiation field function), and where

$$
\begin{equation*}
\mathbf{r}=x \hat{\mathbf{x}}+y \hat{\mathbf{y}}+z \hat{\mathbf{z}}, \quad r=\sqrt{x^{2}+y^{2}+z^{2}} \quad \text { and } \quad \hat{\mathbf{r}}=\mathbf{r} / r . \tag{2.40}
\end{equation*}
$$

The radiation field is most conveniently represented in a spherical coordinate system with origin somewhere inside the antenna structure (Fig. 2.7). This gives

$$
\begin{equation*}
\hat{\mathbf{r}}=\sin \theta \cos \varphi \hat{\mathbf{x}}+\sin \theta \sin \varphi \hat{\mathbf{y}}+\cos \theta \hat{\mathbf{z}} \tag{2.41}
\end{equation*}
$$

where $\theta$ is the polar angle and $\varphi$ is the azimuth angle. Therefore, we may also express the far-field as

$$
\begin{equation*}
\mathbf{E}(r, \theta, \varphi)=\frac{1}{r} e^{-j k r} \mathbf{G}(\theta, \varphi) \tag{2.42}
\end{equation*}
$$

Eq. (2.39) and (2.42) express the E-field both $a$ ) as a spherical wave originating from $r=0$, and, b) locally for large $r$ as a plane wave. In this book we use both the notations in (2.39) and (2.42). We will express the fields and far-field functions henceforth in terms of the unit vector $\hat{\mathbf{r}}$ or in terms of $(\theta, \varphi)$. That is, $\mathbf{G}(\hat{\mathbf{r}})=\mathbf{G}(\theta, \varphi)$.
The corresponding H -field is

$$
\begin{equation*}
\mathbf{H}(r, \theta, \varphi)=\frac{1}{\eta} \hat{\mathbf{r}} \times \mathbf{E}(r, \theta, \varphi), \tag{2.43}
\end{equation*}
$$
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Figure 2.7: The spherical coordinate system for representation of radiation fields.
which is the same relation that was used for the plane wave in (2.9). The power density vector $\mathbf{W}_{\text {ave }}$ is found by using (2.7):

$$
\begin{equation*}
\mathbf{W}_{\mathrm{ave}}=\frac{1}{2} \Re\left\{\mathbf{E} \times \mathbf{H}^{*}\right\}=\frac{1}{2} \frac{1}{\eta r^{2}}|\mathbf{G}(\theta, \varphi)|^{2} \hat{\mathbf{r}} . \tag{2.44}
\end{equation*}
$$

For antennas, it is common to introduce the radiation intensity $U(\theta, \varphi)$, which is the radiated power per unit solid angle. This becomes

$$
\begin{align*}
U(\theta, \varphi) & =r^{2}\left(\mathbf{W}_{a v} \cdot \hat{\mathbf{r}}\right)=\frac{1}{2 \eta}|\mathbf{G}(\theta, \varphi)|^{2}  \tag{2.45}\\
& =\frac{1}{2 \eta}\left[\left|G_{\mathrm{co}}(\theta, \varphi)\right|^{2}+\left|G_{\mathrm{xp}}(\theta, \varphi)\right|^{2}\right]
\end{align*}
$$

where the co- and cross-polar far-field functions $G_{\mathrm{co}}(\theta, \varphi)$ and $G_{\mathrm{xp}}(\theta, \varphi)$ are found by using co-and cross-polar unit vectors $\hat{\boldsymbol{c o}}(\theta, \varphi)$ and $\hat{\mathbf{x p}}(\theta, \varphi)$ that are orthogonal to $\hat{\mathbf{r}}$, according to

$$
\begin{align*}
G_{\mathrm{co}}(\theta, \varphi) & =\mathbf{G}(\theta, \varphi) \cdot \hat{\mathbf{c o s}}^{*}(\theta, \varphi)  \tag{2.46}\\
G_{\mathrm{xp}}(\theta, \varphi) & =\mathbf{G}(\theta, \varphi) \cdot \hat{\mathbf{x p}}^{*}(\theta, \varphi) \tag{2.47}
\end{align*}
$$

The unit vectors $\hat{\mathbf{c o}}(\theta, \varphi)$ and $\hat{\mathbf{x}}(\theta, \varphi)$ can be defined for wave propagation in a direction $\hat{\mathbf{r}}=\hat{\mathbf{r}}(\theta, \varphi)$ in the same way as the corresponding unit vectors in Section 2.2 for a plane wave propagating in a direction $\hat{\mathbf{z}}$. This will be treated in Section 2.3.5.

### 2.3.4 Phase reference point and Fraunhofer approximation

The phase of the radiation field is determined by the imaginary part of the exponent of the phase factor $(-k r)$, plus the phase of the far-field function $\mathbf{G}(\theta, \varphi)$. The phase of the field at a given point $r$ must be independent of where we locate the origin of the coordinate system, from where $r$ is measured, as long as the antenna is located at the same physical position. Therefore, as the phase factor $e^{-j k r}$ varies rapidly with even small relative changes in $r$ (when $r$ is large), the phase of the far-field function will change rapidly as well. From this it is clear that the far-field function has a phase reference point, which actually is the point from which $r$ is measured. This is normally the center of the coordinate system.
Let us now see how the far-field function changes when the phase reference point is moved from the origin of the coordinate system to a point $\mathbf{r}_{0}=x_{0} \hat{\mathbf{x}}+y_{0} \hat{\mathbf{y}}+z_{0} \hat{\mathbf{z}}$. The E-field $\mathbf{E}(r, \theta, \varphi)$ at a point $\mathbf{r}=\mathbf{R}+\mathbf{r}_{0}$ must be independent of the phase reference point for a given antenna. Therefore,

$$
\begin{equation*}
\mathbf{E}(r, \theta, \varphi)=\mathbf{E}(R, \theta, \varphi) \tag{2.48}
\end{equation*}
$$

where $\mathbf{E}(R, \theta, \varphi)$ is the E-field expressed in the translated coordinate system with origin at $\mathbf{r}_{0}$. By using (2.42) on both sides of (2.48) we get

$$
\begin{equation*}
\frac{1}{r} e^{-j k r} \mathbf{G}(\theta, \varphi)=\frac{1}{R} e^{-j k R} \mathbf{G}^{\prime}(\theta, \varphi), \tag{2.49}
\end{equation*}
$$

where $R=\left|\mathbf{r}-\mathbf{r}_{0}\right|$. Let us now use the following two approximations, which are commonly known as the Fraunhofer approximations ${ }^{10}$, and substitute

$$
\begin{equation*}
\frac{1}{r} \approx \frac{1}{R} \quad \text { and } \quad r \approx R+\mathbf{r}_{0} \cdot \hat{\mathbf{r}} \tag{2.50}
\end{equation*}
$$

in the amplitude and phase expressions, respectively. These approximations are easily understood by studying Fig. 2.8. They are according to (2.38) valid when $R>2 r_{0}^{2} / \lambda$. Using them, the far-field function $\mathbf{G}^{\prime}(\theta, \varphi)$ with the new phase reference point $\mathbf{r}_{0}$ becomes

$$
\begin{equation*}
\mathbf{G}^{\prime}(\theta, \varphi)=\mathbf{G}(\theta, \varphi) e^{-j k(r-R)}=\mathbf{G}(\theta, \varphi) e^{-j k \mathbf{r}_{0} \cdot \hat{\mathbf{r}}} \tag{2.51}
\end{equation*}
$$

which is a simple phase transformation of the original far-field function $\mathbf{G}(\theta, \varphi)$.
If instead of moving the phase reference point, we move the antenna itself from the origin to a point $\mathbf{r}_{A}$ in the coordinate system, then the far-field function of the antenna in its new position becomes

$$
\begin{equation*}
\mathbf{G}_{A}(\theta, \varphi)=\mathbf{G}(\theta, \varphi) e^{j k \mathbf{r}_{A} \cdot \hat{\mathbf{r}}} \tag{2.52}
\end{equation*}
$$

when both $\mathbf{G}_{A}(\theta, \varphi)$ and $\mathbf{G}(\theta, \varphi)$ have their phase reference points in the origin of the coordinate system. This follows from similar arguments as those which were used to derive (2.51), using $\mathbf{r}_{A}=-\mathbf{r}_{0}$. When the coordinate system is moved, the field is the same in a given fixed point relative to the antenna. In contrast, given a coordinate system, when the antenna is moved over a small distance relative to a fixed observation point, the field at the observation point changes only by a phase factor. Recall that the latter holds only if $r>2 r_{A}^{2} / \lambda$ and $r>2 D^{2} / \lambda$.
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Figure 2.8: Moving the phase reference point from the origin to a point $\mathbf{r}_{0}$.

### 2.3.5 Polarization of radiation fields

The far-field is locally a plane wave, so we may use the formulas in Section 2.2 to find the co- and cross-polar components of it. To enable this we replace the unit vectors $\hat{\mathbf{x}}, \hat{\mathbf{y}}$ and $\hat{\mathbf{z}}$ by those of a primed coordinate system with $\hat{\mathbf{z}}^{\prime}(\theta, \varphi)=\hat{\mathbf{r}}$, and

$$
\begin{align*}
\hat{\mathbf{x}}^{\prime}(\theta, \varphi) & =\cos \varphi \hat{\boldsymbol{\theta}}-\sin \varphi \hat{\boldsymbol{\varphi}},  \tag{2.53}\\
\hat{\mathbf{y}}^{\prime}(\theta, \varphi) & =\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}, \tag{2.54}
\end{align*}
$$

where $\hat{\boldsymbol{\theta}}$ and $\hat{\boldsymbol{\varphi}}$ are the unit vectors in the directions of increasing $\theta$ and $\varphi$, respectively. Then, when $\theta=0$, we see that $\hat{\mathbf{z}}^{\prime}=\hat{\mathbf{r}}=\hat{\mathbf{z}}, \hat{\mathbf{x}}^{\prime}(0, \varphi)=\hat{\mathbf{x}}$, and $\hat{\mathbf{y}}^{\prime}(0, \varphi)=\hat{\mathbf{y}}$. Based on Eq. (2.19) and (2.20), in this new coordinate system we can define an arbitrary linear polarization by the co- and cross-polar unit vectors

$$
\begin{aligned}
& \hat{\mathbf{c o}}(\theta, \varphi)=\cos \xi \hat{\mathbf{x}}^{\prime}(\theta, \varphi)+\sin \xi \hat{\mathbf{y}}^{\prime}(\theta, \varphi), \\
& \hat{\mathbf{x p}}(\theta, \varphi)=\sin \xi \hat{\mathbf{x}}^{\prime}(\theta, \varphi)-\cos \xi \hat{\mathbf{y}}^{\prime}(\theta, \varphi),
\end{aligned}
$$

where $\xi=0(\xi=\pi / 2)$ corresponds to $x$-polarization ( $y$-polarization) on the axis. We can substitute (2.53) and (2.54) and express $\hat{\mathbf{c o}}(\theta, \varphi)$ and $\hat{\mathbf{x p}}(\theta, \varphi)$ in the alternative forms

$$
\begin{aligned}
& \hat{\mathbf{c o}}(\theta, \varphi)=\cos (\varphi-\xi) \hat{\boldsymbol{\theta}}-\sin (\varphi-\xi) \hat{\boldsymbol{\varphi}} \\
& \hat{\mathbf{x} \mathbf{p}}(\theta, \varphi)=-\sin (\varphi-\xi) \hat{\boldsymbol{\theta}}-\cos (\varphi-\xi) \hat{\boldsymbol{\varphi}}
\end{aligned}
$$

These unit vectors define a pure linear polarization for all real choices of the angle $\xi$. The polarization performance of the antenna naturally will depend on how we choose $\xi$ (i.e., on how we align co and $\hat{\mathbf{x p}}$ relative to the radiated field of the antenna). One way to choose $\xi$ is to optimize it for each direction $(\theta, \varphi)$ in such a way that the cross-polar level is as low as possible. Fortunately, the cross-polar characteristics of an antenna are mainly of interest inside the main beam. Inside narrow beams, the optimum value of $\xi$ does not vary significantly. Therefore, for all pencil-beam antennas we may adjust $\xi$ (e.g., align the


Figure 2.9: Coordinate systems for measuring co- and cross-polar fields according to Ludwig's third definition using a far-field measurement range. Note: The antenna is shown for the case when $\hat{\mathbf{y}}=\hat{\mathbf{n}}$, which means that we measure the radiation pattern in the $\varphi=0^{\circ}$ plane.
antenna) for minimum cross-polarization on the axis and use this value of $\xi$ inside the whole main beam.

Using this approach means that a $y$-polarized antenna is characterized by co- and cross-polar unit vectors of the respective forms

$$
\begin{align*}
& \hat{\mathbf{c o}}(\theta, \varphi)=\hat{\mathbf{y}}^{\prime}(\theta, \varphi)=\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}  \tag{2.55}\\
& \hat{\mathbf{x}} \hat{\mathbf{p}}(\theta, \varphi)=\hat{\mathbf{x}}^{\prime}(\theta, \varphi)=\cos \varphi \hat{\boldsymbol{\theta}}-\sin \varphi \hat{\boldsymbol{\varphi}} \tag{2.56}
\end{align*}
$$

Similar definitions can be used for linear $x$-polarization. The definition given in (2.55) - (2.56) is often referred to as Ludwig's third definition [2], which applies to pencil-beam antennas. It also applies to feeds used in reflector antennas, even when they have broad beams. ${ }^{11}$
For RHC polarization we get

$$
\begin{align*}
& \hat{\mathbf{c o}}(\theta, \varphi)=\left[\hat{\mathbf{x}}^{\prime}(\theta, \varphi)-j \hat{\mathbf{y}}^{\prime}(\theta, \varphi)\right] / \sqrt{2}=e^{-j \varphi}[\hat{\boldsymbol{\theta}}-j \hat{\boldsymbol{\varphi}}] / \sqrt{2},  \tag{2.57}\\
& \hat{\mathbf{x} \mathbf{p}}(\theta, \varphi)=\left[\hat{\mathbf{x}}^{\prime}(\theta, \varphi)+j \hat{\mathbf{y}}^{\prime}(\theta, \varphi)\right] / \sqrt{2}=e^{j \varphi}[\hat{\boldsymbol{\theta}}+j \hat{\boldsymbol{\varphi}}] / \sqrt{2}, \tag{2.58}
\end{align*}
$$

and correspondingly for LHC polarization

$$
\begin{equation*}
\hat{\mathbf{c o}}(\theta, \varphi)=\left[\hat{\mathbf{x}}^{\prime}(\theta, \varphi)+j \hat{\mathbf{y}}^{\prime}(\theta, \varphi)\right] / \sqrt{2}=e^{j \varphi}[\hat{\boldsymbol{\theta}}+j \hat{\boldsymbol{\varphi}}] / \sqrt{2}, \tag{2.59}
\end{equation*}
$$

[^8]\[

$$
\begin{equation*}
\mathbf{x} \mathbf{p}(\theta, \varphi)=\left[\hat{\mathbf{x}}^{\prime}(\theta, \varphi)-j \hat{\mathbf{y}}^{\prime}(\theta, \varphi)\right] / \sqrt{2}=e^{-j \varphi}[\hat{\boldsymbol{\theta}}-j \hat{\boldsymbol{\varphi}}] / \sqrt{2} . \tag{2.60}
\end{equation*}
$$

\]

The co- and cross-polar field components for linear polarization in (2.55) and (2.56) are easily measured by pointing the antenna horizontally and rotating it around the vertical axis. This can be done in most far-field measurement ranges, such as the one shown in Fig. 2.9. This consists of a tower with a fixed antenna at one end, and at the other end an Antenna Under Test $(A U T)$ which is located on a table being rotated around a vertical axis $\hat{\mathbf{n}}$. Assume that the coordinate system of the antenna under test is located with the $z$-axis pointing in the same horizontal direction as the antenna radiates. The $y$-axis is aligned with the linear polarization of the antenna. Then, when we rotate the antenna around the vertical axis $\hat{\mathbf{n}}$, we observe the radiation field of the AUT at the port of the fixed antenna in the tower. This is recorded as a function of $\theta$ for a fixed $\varphi$. In fact, the $\varphi$-plane is determined from $\tan \varphi=(\hat{\mathbf{n}} \cdot \hat{\mathbf{x}}) /(\hat{\mathbf{n}} \cdot \hat{\mathbf{y}})$. We measure perpendicular $(H O R)$ polarization when the E-field direction $\hat{\mathbf{y}}$ is horizontal (i.e., $\hat{\mathbf{n}} \cdot \hat{\mathbf{y}}=0$ ), corresponding to the plane $\varphi=90^{\circ}$. We measure parallel ( $V E R$ ) polarization when the E-field is vertical (i.e., $\hat{\mathbf{n}} \cdot \hat{\mathbf{y}}=1$ ), corresponding to the plane $\varphi=0^{\circ}$ as shown in Fig. 2.9. The polarization of the antenna in the tower must be purely linear. Furthermore, when $\theta=0$, we must align it with $\hat{\mathbf{y}}$ for measuring the co-polar component, and with $\hat{\mathbf{x}}$ for measuring the cross-polar component. These two orientations of the polarization of the antenna in the tower will give the directions $\hat{\mathbf{y}}^{\prime}(\theta, \varphi)$ and $\hat{\mathbf{x}}^{\prime}(\theta, \varphi)$ in the coordinate system of the AUT when this is rotated an angle $\theta$ around the vertical $\hat{\mathbf{n}}$ axis. Therefore, we measure the co- and cross-polar field components of the antenna under test as they are defined by the unit vectors in (2.55) and (2.56).

### 2.3.6 Co- and cross-polar radiation patterns

The co-polar radiation pattern is a graphical representation of the co-polar far-field function $\left|G_{\mathrm{co}}(\theta, \varphi)\right|$, the cross-polar radiation pattern is a graphical representation of the cross-polar far-field function $\left|G_{\mathrm{xp}}(\theta, \varphi)\right|$, and the co-polar phase pattern is a graphical representation of the copolar phase function $\Phi_{\mathrm{co}}(\theta, \varphi)$ which is defined by the relation

$$
G_{\mathrm{co}}(\theta, \varphi)=\left|G_{\mathrm{co}}(\theta, \varphi)\right| e^{j \Phi_{\mathrm{co}}(\theta, \varphi)} .
$$

The cross-polar phase pattern is generally of no interest.
The radiation patterns are normally presented as polar or rectangular plots showing the value of the far-field function in dB as a function of the polar angle $\theta$ for a given constant azimuth angle (i.e., in a given $\varphi$-plane as illustrated in Fig. 2.10). Polar plots usually are only used for antennas with very broad beams. The radiation patterns also can be presented as contour plots in terms of rectangular uv-coordinates, with $u=\sin \theta \cos \varphi$ and $v=\sin \theta \sin \varphi$ along the axes (Fig. 2.11). Such plots are also called uv-plots. Contour plots are mainly used for narrow beams, for which it is also common to use $\theta_{x}=\theta \cos \varphi$ and $\theta_{y}=\theta \sin \varphi$ in degrees along the axes. For several times in this book, we present universal radiation patterns in a rectangular plot as a function of a normalized projected direction $k a \sin \theta$, where $a$ is the aperture diameter or width of the antenna (in the plane of the presented pattern) and $k=2 \pi / \lambda$ is the free-space wavenumber. Such patterns are valid for a large range of values of $a$.

Radiation patterns are always normalized in some way, e.g., to the level on axis at $\theta=0$,


Figure 2.10: Example of rectangular plot of radiation pattern in any $\varphi$-plane.


Figure 2.11: ${ }^{\star}$ Example of contour plot of the co-polar far-field function $G_{\text {со }}(\theta, \varphi)$, in dB relative to $G_{\mathrm{co}}(0, \varphi)$.
according to

$$
\begin{align*}
& \left(G_{\mathrm{co}}(\theta, \varphi)\right)_{\mathrm{dB}}=10 \log \left|\frac{G_{\mathrm{co}}(\theta, \varphi)}{G_{\mathrm{co}}(0, \varphi)}\right|^{2} \mathrm{~dB}  \tag{2.61}\\
& \left(G_{\mathrm{xp}}(\theta, \varphi)\right)_{\mathrm{dB}}=10 \log \left|\frac{G_{\mathrm{xp}}(\theta, \varphi)}{G_{\mathrm{co}}(0, \varphi)}\right|^{2} \mathrm{~dB} \tag{2.62}
\end{align*}
$$

The best is to normalize the radiation patterns to the isotropic radiation level by using the total radiated power, as shown in Section 2.3.9. This normalized radiation intensity is referred to as the directive gain, and the unit is $\mathrm{dBi}=$ " dB relative to isotropic level". The directive gain patterns are easy to use for design of microwave systems, because the power density can be calculated directly from the dBi levels and the total radiated power in Watts at any direction and distance. ${ }^{12}$ Thus, antenna designers should therefore always present their radiation patterns in dBi. For this purpose the total radiated power needs to be evaluated from the measured or calculated radiation fields. This is laborious if the far-field function has many sidelobes, but there exist techniques to reduce the effort. These will be discussed in later chapters. It is also possible to present measured radiation patterns in dBi by comparing them against the measured gain in dBi of a reference antenna. Gain measurements are normally done by comparing the on-axis performance by that of a well-calibrated antenna (e.g., a so-called standard gain horn).

A typical radiation pattern has a main beam, nulls and sidelobes. The pointing direction of an antenna is the direction of the center of its main beam, often called the boresight direction. An observation on axis means in the center of the main beam.

### 2.3.7 Phase center

The phase reference point, which we already have defined, is often mistakenly called the phase center (and vice versa). However, it is very important to be aware of the difference between them. The phase center is the location of the center of curvature of the wavefront of the radiation fields. In other words, the phase center is the phase reference point which makes the phase of the far-field function constant. Such ideal phase centers seldom can be determined, so the following definition is more practical: The phase centre is the particular phase reference point which minimizes the phase variation of the co-polar far-field function $G_{\text {co }}(\theta, \varphi)$ over a given solid angle of interest. The implementation of this definition will be different for different applications, and we will later in Chapter 8 introduce a specific one valid for feeds for reflector antennas. A good approximate formula for the location of the phase center of the co-polar radiation field within an angular region $0<\theta<\theta_{\max }$ in a given $\varphi$-plane ( $\varphi=\varphi_{0}$ ) is:

$$
\begin{equation*}
\frac{z_{\mathrm{pc}}}{\lambda}=\frac{\Phi_{\mathrm{co}}\left(0, \varphi_{0}\right)-\Phi_{\mathrm{co}}\left(\theta_{\max }, \varphi_{0}\right)}{360^{\circ}\left(1-\cos \theta_{\max }\right)} \tag{2.63}
\end{equation*}
$$

when $\Phi_{\mathrm{co}}\left(\theta, \varphi_{0}\right)$ is in degrees. This formula is often used in practice and is valid for symmetrical patterns; i.e., when $\Phi_{\mathrm{co}}\left(\theta, \varphi_{0}\right)=\Phi_{\mathrm{co}}\left(-\theta, \varphi_{0}\right)$ or more stringently when $\Phi_{\mathrm{co}}\left(\theta, \varphi_{0}\right)=$ $\Phi_{\mathrm{co}}\left(\theta, \pi+\varphi_{0}\right)$. The formula can be derived from (2.51) by requiring that the co-polar phases of $\mathbf{G}^{\prime}(\theta, \varphi)$ shall be equal at $\theta=0$ and $\theta=\theta_{\text {max }}$.

[^9]
### 2.3.8 Total radiated power

The straightforward way to find the total radiated power, $P_{\text {rad }}$, is to evaluate the integral of the radiation intensity $U(\theta, \varphi)$ over the whole far-field sphere:

$$
\begin{align*}
P_{\mathrm{rad}} & =\iint_{\text {far-field sphere }}\left(\mathbf{W}_{\text {ave }} \cdot \hat{\mathbf{r}}\right) d A=\iint_{4 \pi}\left(\mathbf{W}_{\text {ave }} \cdot \hat{\mathbf{r}}\right) r^{2} \sin \theta d \theta d \varphi \\
& =\iint_{4 \pi} U(\theta, \varphi) \sin \theta d \theta d \varphi  \tag{2.64}\\
& =\frac{1}{2 \eta} \iint_{4 \pi}\left[\left|G_{\mathrm{co}}(\theta, \varphi)\right|^{2}+\left|G_{\mathrm{xp}}(\theta, \varphi)\right|^{2}\right] \sin \theta d \theta d \varphi
\end{align*}
$$

In this book we will also use another version of this integral in which we suppress the wave impedance $\eta$ and the factor $1 / 2$. This new total power integral $P$ is simply the integral of the square of the amplitude of the far-field function over the far-field sphere:

$$
\begin{equation*}
P=2 \eta P_{\mathrm{rad}}=\iint_{4 \pi}\left[\left|G_{\mathrm{co}}(\theta, \varphi)\right|^{2}+\left|G_{\mathrm{xp}}(\theta, \varphi)\right|^{2}\right] \sin \theta d \theta d \varphi \tag{2.65}
\end{equation*}
$$

The total power integral is sometimes very difficult to evaluate, in particular for large antennas with a lot of sidelobes. However, for rotationally symmetric antennas we can expand the $\varphi$-variation in a Fourier series and solve the $\varphi$-integral analytically. This simplifies the integration considerably. ${ }^{13}$ For large-aperture antennas (e.g., horn antennas), we can replace (2.65) by an integral over the limited aperture plane ${ }^{14}$ over which the power integral even may be given by a simple analytic expression. Furthermore, in reflector antennas, we often may perform the power integral over the simple far-field of the feed instead of over the complex far-field of the total antenna. ${ }^{15}$
The isotropic radiation level is used as a reference for the directive gain. This is defined by zero cross-polarization and

$$
\begin{equation*}
G_{\mathrm{co}}(\theta, \varphi)=G_{\mathrm{ISO}}=\text { constant } \tag{2.66}
\end{equation*}
$$

The power integral in this case is easily evaluated to be

$$
\begin{equation*}
P=\left|G_{\mathrm{ISO}}\right|^{2} \iint_{4 \pi} \sin \theta d \theta d \varphi=\left|G_{\mathrm{ISO}}\right|^{2} 4 \pi \tag{2.67}
\end{equation*}
$$

### 2.3.9 Directive gain and directivity

The directive gain and its unit ( dBi ) was introduced in Section 2.3.6. It is defined by the normalization of the far-field function to that of an isotropic co-polar radiator which has the same total radiated power. Thus, the directive gain of the co-polar far-field function is defined by (using (2.67))

$$
\begin{align*}
\left(D_{\mathrm{co}}(\theta, \varphi)\right)_{\mathrm{dBi}} & =10 \log \left(\left|G_{\mathrm{co}}(\theta, \varphi)\right|^{2} /\left|G_{\mathrm{ISO}}\right|^{2}\right) \mathrm{dBi} \\
& =10 \log \left(4 \pi\left|G_{\mathrm{co}}(\theta, \varphi)\right|^{2} / P\right) \mathrm{dBi} \tag{2.68}
\end{align*}
$$

[^10]The value of the directive gain in the center of the main beam is called the directivity. It is given by

$$
\begin{array}{cl} 
& \left(D_{0}\right)_{\mathrm{dBi}}=10 \log \left(4 \pi\left|G_{\mathrm{co}_{0}}\right|^{2} / P\right) \mathrm{dBi}, \\
\text { where } \quad & \left|G_{\mathrm{co}_{0}}\right|=\left\{\begin{array}{ll}
\left|G_{\mathrm{co}}(0,0)\right| & \text { for centered beams } \\
\left|G_{\mathrm{co}}(\theta, \varphi)\right|_{\max } & \text { otherwise }
\end{array} .\right. \tag{2.69}
\end{array}
$$

where a centered beam means that the desired (but not necessarily the actual) main beam maximum is on axis at $\theta=0^{\circ}$. This may not necessarily coincide with the actual maximum of $G_{\mathrm{co}}(\theta, \varphi)$. The direction of the desired (or actual) maximum of the main beam is referred to as the pointing direction of the antenna.

### 2.3.10 Beamwidth

There are often requirements for the width of the main beam of radiation patterns. The beamwidth is the angle in degrees between two points where the directive gain has the same value. This value may either be specified in dBi , or as a level (also called taper) in $d B$ relative to the directivity. Examples of the latter are the 3 dB beamwidth $\theta_{3 \mathrm{~dB}}$ (also called the half-power beamwidth) and the 10 dB beamwidth $\theta_{10 \mathrm{~dB}}$, for which the levels are -3 dB and -10 dB , respectively, below the main beam maximum. In order to be extra clear, we may specify whether we mean the half or full beamwidth (i.e., from the center of the main beam at $\theta=0$ and out or between the two opposite taper points). In practical work, the full beamwidth is most used. In this book we will always mean the half beamwidth when we write $\theta_{3 \text { वв }}$ and similar, as we always have $\theta=0$ on axis.
For narrow beam antennas, the directivity can be estimated from the beamwidth. ${ }^{16}$

### 2.3.11 Cross-polarization

The directive gain of the cross-polar far-field is defined in the same way as the co-polar directive gain, by

$$
\begin{equation*}
\left(D_{\mathrm{xp}}(\theta, \varphi)\right)_{\mathrm{dBi}}=10 \log \left(4 \pi\left|G_{\mathrm{xp}}(\theta, \varphi)\right|^{2} / P\right) \mathrm{dBi} \tag{2.70}
\end{equation*}
$$

Some specific values of the cross-polarization are of interest, such as the relative cross-polar level on axis:

$$
\begin{equation*}
\left(\mathrm{XP}\left(0^{\circ}\right)\right)_{\mathrm{dB}}=10 \log \left|\frac{G_{\mathrm{xp}}\left(0^{\circ}, 0^{\circ}\right)}{G_{\mathrm{co}}\left(0^{\circ}, 0^{\circ}\right)}\right|^{2} \mathrm{~dB} \tag{2.71}
\end{equation*}
$$

The corresponding power loss is represented by the polarization efficiency defined in (2.37):

$$
\begin{equation*}
e_{\mathrm{pol}}=\frac{1}{1+\left|\operatorname{XP}\left(0^{\circ}\right)\right|^{2}}=\frac{\left|G_{\mathrm{co}}\left(0^{\circ}, 0^{\circ}\right)\right|^{2}}{\left|G_{\mathrm{co}}\left(0^{\circ}, 0^{\circ}\right)\right|^{2}+\left|G_{\mathrm{xp}}\left(0^{\circ}, 0^{\circ}\right)\right|^{2}} \tag{2.72}
\end{equation*}
$$

The relative level of a cross-polar sidelobe showing up at $\theta=\theta_{s}$ in a plane $\varphi=\varphi_{s}$, becomes

$$
\begin{equation*}
\left(\mathrm{XP}\left(\theta_{s}\right)\right)_{\mathrm{dB}}=10 \log \left|\frac{G_{\mathrm{xp}}\left(\theta_{s}, \varphi_{s}\right)}{G_{\mathrm{co}}\left(0^{\circ}, 0^{\circ}\right)}\right|^{2} \mathrm{~dB} \tag{2.73}
\end{equation*}
$$

[^11]The latter level is most conveniently given in dB. Such cross-polar requirements originate from a desire to avoid interference between two orthogonal communication channels on the same frequency for polarization diversity transmission (or reception), while using the same antenna.

### 2.3.12 Beam efficiency

Sometimes we need to know the relative power within a certain cone angle $\theta_{0}$ around the pointing direction of the antenna (e.g., within the 20 dB beamwidth of the main beam) of a pencil-beam antenna. This relative power is referred to as the beam efficiency within $\theta_{0}$, and is given by:

$$
\begin{align*}
& \qquad\left(e_{\mathrm{BE}}\right)_{\mathrm{dB}}=10 \log \left[\frac{P_{\mathrm{co}}\left(\theta_{0}\right)}{P_{\mathrm{co}}(\pi)+P_{\mathrm{xp}}(\pi)}\right] \mathrm{dB}  \tag{2.74}\\
& \text { where } \quad P_{\mathrm{co}}(\theta)=\int_{0}^{\theta} \int_{0}^{2 \pi}\left|G_{\mathrm{co}}(\theta, \varphi)\right|^{2} \sin \theta d \varphi d \theta \\
& \text { and } \quad P_{\mathrm{xp}}(\theta)=\int_{0}^{\theta} \int_{0}^{2 \pi}\left|G_{\mathrm{xp}}(\theta, \varphi)\right|^{2} \sin \theta d \varphi d \theta \tag{2.75}
\end{align*}
$$

The total power integral is given in this notation as

$$
\begin{equation*}
P=P_{\mathrm{co}}(\pi)+P_{\mathrm{xp}}(\pi) \tag{2.77}
\end{equation*}
$$

### 2.3.13 E- and H-plane patterns

Many antennas have two planes of symmetry. If such antennas are excited for linear polarization in such a way that the E-field on axis lies in one of the symmetry planes (e.g., if the E-field is oriented in $\hat{\mathbf{y}}$ direction so that $\hat{\boldsymbol{c o}}=\hat{\mathbf{y}}$ for $\theta=0^{\circ}$ ), then the E-field will lie in the $y z$-plane for all $\theta$-directions in the $\varphi=90^{\circ}$ plane. Therefore, this far-field function in the $y z$-plane is called the E-plane pattern and it is given by $\left|G_{\mathrm{co}}\left(\theta, 90^{\circ}\right)\right|$. The far-field function in the $x z$-plane is therefore called the $H$-plane pattern, and it is given by $\left|G_{\mathrm{co}}\left(\theta, 0^{\circ}\right)\right|$.

In practice we determine the E- and H-planes as follows. The mechanical structure of the antenna must have two planes of symmetry through the radiation axis ( $z$-axis). This means that the antenna can also be rotationally symmetric. We study the exciting waveguide or electric current probe or dipole. The probe also could be penetrating into the waveguide of a coax-to- waveguide transition. Then, the E-field on the radiation axis has the same direction as the E-field in the center of waveguide, or the same as the electric current probe or dipole. The $\varphi$-plane, which coincides with this E-field direction on axis, is called the E-plane. The orthogonal plane coincides with the H -field direction on axis and is called the H-plane.

### 2.3.14 Fourier expansion of the radiation field

The $\varphi$-variation of the far-field function can always be expanded in a Fourier series, because $\varphi$ is periodic with period $2 \pi$ :

$$
\begin{align*}
\mathbf{G}(\theta, \varphi) & =G_{\mathrm{co}}(\theta, \varphi) \hat{\mathbf{c o}}+G_{\mathrm{xp}}(\theta, \varphi) \hat{\mathbf{x p}} \\
& =\sum_{n=0}^{\infty}\left[\mathrm{CO}_{\mathrm{sn}}(\theta) \sin (n \varphi)+\mathrm{CO}_{\mathrm{cn}}(\theta) \cos (n \varphi)\right] \hat{\mathbf{c o}}+  \tag{2.78}\\
& +\sum_{n=0}^{\infty}\left[\mathrm{XP}_{\mathrm{sn}}(\theta) \sin (n \varphi)+\mathrm{XP}_{\mathrm{cn}}(\theta) \cos (n \varphi)\right] \hat{\mathbf{x}} \mathbf{~}
\end{align*}
$$

Alternatively, we may expand it in this way;

$$
\begin{align*}
\mathbf{G}(\theta, \varphi) & =G_{\theta}(\theta, \varphi) \hat{\boldsymbol{\theta}}+G_{\varphi}(\theta, \varphi) \hat{\boldsymbol{\varphi}} \\
& =\sum_{n=0}^{\infty}\left[A_{n}(\theta) \sin (n \varphi)+B_{n}(\theta) \cos (n \varphi)\right] \hat{\boldsymbol{\theta}}+  \tag{2.79}\\
& +\sum_{n=0}^{\infty}\left[C_{n}(\theta) \sin (n \varphi)-D_{n}(\theta) \cos (n \varphi)\right] \hat{\boldsymbol{\varphi}}
\end{align*}
$$

where the minus sign in front of $D_{n}(\theta)$ is chosen of symmetry reasons. If the antenna is $y$-polarized with two symmetry planes, the latter Fourier expansion reduces to

$$
\begin{equation*}
\mathbf{G}(\theta, \varphi)=\sum_{n=0}^{\infty} A_{n}(\theta) \sin (n \varphi) \hat{\boldsymbol{\theta}}+\sum_{n=0}^{\infty} C_{n}(\theta) \sin (n \varphi) \hat{\boldsymbol{\varphi}} \tag{2.80}
\end{equation*}
$$

These expansions are convenient, and they can be used to analytically extend the far-field function to all $\varphi$-angles if it is known in only a few $\varphi$ - planes.

### 2.3.15 Example: Phase reference point for asymmetric phase pattern

Consider an antenna with a given measured radiation pattern in the $x z$-plane. The antenna and its excitation have two planes of symmetry, so we expect a radiation pattern in the $x z$-plane which is symmetric around $\theta=0^{\circ}$. However, the measured phase $\Phi_{\text {co }}(\theta)$ shows an asymmetric pattern (see Fig. 2.12) with a slope at $\theta=0^{\circ}$ which is

$$
\left(\frac{\partial \Phi_{\mathrm{co}}(\theta)}{\partial \theta}\right)_{\theta=0}=a
$$

The reason for this is that the location of the rotation axis in the measurement setup does not cross the $z$-axis of the antenna. Find the $x$-coordinate of the phase reference point.

## SOLUTION:

Let us assume that the location of the phase reference point (i.e., where the rotation axis cross the $x z$-plane) is at $\mathbf{r}_{0}=x_{0} \hat{\mathbf{x}}+z_{0} \hat{\mathbf{z}}$. The phase of the co-polar radiation pattern when



Figure 2.12: Illustration of asymmetric phase pattern (left) and antenna with coordinate system and location of rotation axis.
referred to $\mathbf{r}_{0}$ is, from (2.51):

$$
\Phi_{\mathrm{co}}^{\prime}(\theta)=\Phi_{\mathrm{co}}(\theta)-k \mathbf{r}_{0} \cdot \hat{\mathbf{r}},
$$

where $\hat{\mathbf{r}}$ is in a direction in the $x z$-plane (see Appendix C)

$$
\hat{\mathbf{r}}=\sin \theta \hat{\mathbf{x}}+\cos \theta \hat{\mathbf{z}}
$$

and $\Phi_{\mathrm{co}}(\theta)$ is the phase pattern of the antenna when referred to a point on the symmetry axis. We get

$$
\Phi_{\mathrm{co}}^{\prime}(\theta)=\Phi_{\mathrm{co}}(\theta)-k x_{0} \sin \theta-k z_{0} \cos \theta .
$$

Both $\Phi_{\mathrm{co}}(\theta)$ and $\cos \theta$ are symmetric with $\theta$-derivatives equal to zero when $\theta=0$. Therefore,

$$
\left(\frac{\partial \Phi_{\mathrm{co}}^{\prime}(\theta)}{\partial \theta}\right)_{\theta=0}=-k x_{0}(\cos \theta)_{\theta=0}=-k x_{0}
$$

Thus, if the slope of the phase pattern at $\theta=0$ is $a$, the $x$-coordinate of the phase reference point is

$$
x_{0}=-a / k=-\frac{a}{2 \pi} \lambda .
$$

### 2.3.16 Example: Calculation of phase center of a symmetric beam

Consider a quadratic phase pattern of the form

$$
\Phi_{\mathrm{co}}(\theta)=\Phi_{\mathrm{ctr}}+\Phi_{0}\left(\theta / \theta_{0}\right)^{2}
$$

where $\theta= \pm \theta_{0}$ are the directions where the phase has changed by $\Phi_{0}$ compared to the phase at $\theta=0$. Find the location of the phase center within the angular region $0^{\circ}<\theta<30^{\circ}$ when $\Phi_{0}=180^{\circ}$ and $\theta_{0}=60^{\circ}$. Also, determine the phase center in the limit when $\theta$ approaches 0 .


Biconical $\mathrm{BOR}_{0}$ antenna excited at feed point


Conical $\mathrm{BOR}_{1}$ horn antenna excited by $\mathrm{TE}_{11}$ waveguide mode

Figure 2.13: Examples of $\mathrm{BOR}_{0}$ and $\mathrm{BOR}_{1}$ antennas.

## SOLUTION:

We have

$$
\Delta \Phi=\Phi_{\text {со }}(0)-\Phi_{\text {со }}\left(\theta_{\max }\right)=-180^{\circ}\left(30^{\circ} / 60^{\circ}\right)^{2}=-45^{\circ} .
$$

The location of the phase center is found by using (2.63):

$$
z_{\mathrm{pc}}=\frac{-\lambda \cdot 45^{\circ}}{360^{\circ}\left(1-\cos \theta_{\max }\right)}=-0.93 \lambda,
$$

which means that the phase center is $0.93 \lambda$ behind the phase reference point. The phase center at $\theta=0$ can be found from the same formula by letting $\theta_{\max } \rightarrow 0$. This gives

$$
\Delta \Phi\left(\theta_{\max }\right)=\Phi_{\text {со }}(0)-\Phi_{\text {co }}\left(\theta_{\max }\right)=-\Phi_{0}\left(\theta_{\max } / \theta_{0}\right)^{2}
$$

and

$$
\begin{aligned}
z_{\mathrm{pc}} & =\lim _{\theta_{\max } \rightarrow 0}\left(\frac{-\Phi_{0}\left(\theta_{\max } / \theta_{0}\right)^{2}}{360^{\circ}\left(1-\cos \theta_{\max }\right)}\right) \lambda \\
& =-\frac{\Phi_{0} \lambda}{180^{\circ} \theta_{0}^{2}}\left(\frac{180^{\circ}}{\pi}\right)^{2}=-\left(\frac{180^{\circ}}{\pi \cdot 60^{\circ}}\right)^{2} \lambda=-0.91 \lambda,
\end{aligned}
$$

which is obtained by using the expansion $\cos \theta=1-\left(\theta^{2} / 2\right)$, which is valid for small $\theta$ in radians. Thus, the phase center for the direction $\theta=0$ is located $0.91 \lambda$ behind the phase reference point.

### 2.4 Rotationally symmetric antennas (BOR)

The mechanical structures of several antennas are rotationally symmetric, or, in other words, they are bodies of revolution (BOR), such as circular horn antennas. Still, BOR antennas do not necessarily have rotationally symmetric far-field functions. BOR antennas can be divided in two basic types, depending on how they are excited (Fig. 2.13).

### 2.4.1 $\mathrm{BOR}_{0}$ antennas with rotationally symmetric radiation fields

In order to obtain a rotationally symmetric radiation field, the BOR antenna structure must be excited by a rotationally symmetric source, such as an electric or magnetic dipole aligned
along the symmetry axis. In the former case, the far-field function will be of the form, see (2.79),

$$
\begin{equation*}
\mathbf{G}_{e}(\theta, \varphi)=B_{0}(\theta) \hat{\boldsymbol{\theta}} \tag{2.81}
\end{equation*}
$$

and in the latter

$$
\begin{equation*}
\mathbf{G}_{m}(\theta, \varphi)=C_{0}(\theta) \hat{\boldsymbol{\varphi}} \tag{2.82}
\end{equation*}
$$

corresponding to entirely $\theta$-directed and $\varphi$-directed E-fields, respectively. We will refer to such antennas as $\mathrm{BOR}_{0}$ antennas. This is because the antenna structure is a body of revolution (BOR) and that the radiation field is of zero order variation in $\varphi$-direction according to the expansion in (2.79).

### 2.4.2 $\mathrm{BOR}_{1}$ antennas

If a BOR antenna is excited by a short transverse current on the symmetry axis, the radiation field will only contain the $n=1$ terms of the expansion in (2.79). The current source can be an incremental electric current ${ }^{17}$ located on the $z$-axis and directed along $\hat{\mathbf{y}}$, where the far-field function is

$$
\begin{equation*}
\mathbf{G}_{y}(\theta, \varphi)=G_{E}(\theta) \sin \varphi \hat{\boldsymbol{\theta}}+G_{H}(\theta) \cos \varphi \hat{\boldsymbol{\varphi}}, \tag{2.83}
\end{equation*}
$$

where $G_{E}(\theta)=A_{1}(\theta)$ and $G_{H}(\theta)=C_{1}(\theta)$ are seen to be the complex far-field functions in the E- and H-planes, respectively. It is important to note that always $G_{E}(0)=G_{H}(0)$, because the $E$ - and $H$-plane patterns coincide for $\theta=0$. We will refer to BOR antennas of this kind as $y$-polarized $B O R_{1}$ antennas, because the far-field function has only the first order variation in $\varphi$ according to (2.80). In practice the equation in (2.83) is valid also when the exciting dipole has finite length (up to a half wavelength) provided it is centered on the symmetry $z$-axis of the structure. All rotationally symmetric antennas excited by $T E_{11}$ (or similar) circular waveguide modes are also $\mathrm{BOR}_{1}$ antennas (see Fig. 2.13, right side).

The $\mathrm{BOR}_{1}$ form in (2.83) is important because it allows us to construct the whole far-field function from the E- and H-plane patterns only. By using Ludwig's third definition in (2.55) and (2.56), the co- and cross-polar far-field functions resulting from the $\mathrm{BOR}_{1}$ form become

$$
\begin{align*}
& G_{\mathrm{co}}(\theta, \varphi)=\mathbf{G}_{y}(\theta, \varphi) \cdot \hat{\mathbf{o}}^{*}=G_{\mathrm{Co}_{45^{\circ}}}(\theta)-G_{\mathrm{xp}_{45^{\circ}}}(\theta) \cos 2 \varphi  \tag{2.84}\\
& G_{\mathrm{xp}}(\theta, \varphi)=\mathbf{G}_{y}(\theta, \varphi) \cdot \hat{\mathbf{x} \mathbf{p}^{*}=G_{\mathrm{xp}_{45^{\circ}}}(\theta) \sin 2 \varphi}, \tag{2.85}
\end{align*}
$$

where

$$
\begin{align*}
G_{\mathrm{co}_{45^{\circ}}}(\theta) & =\frac{1}{2}\left[G_{E}(\theta)+G_{H}(\theta)\right]  \tag{2.86}\\
G_{\mathrm{xp}_{45^{\circ}}}(\theta) & =\frac{1}{2}\left[G_{E}(\theta)-G_{H}(\theta)\right], \tag{2.87}
\end{align*}
$$

are the complex co- and cross-polar far-field functions, respectively, in the $\varphi=45^{\circ}$-plane. We refer to (2.84) through (2.87) as the $B O R_{1}$ relations. Fig. 2.14 shows E - and H -plane and $45^{\circ}$-plane radiation patterns of an example $\mathrm{BOR}_{1}$ antenna. If we excite the $\mathrm{BOR}_{1}$ antenna for linear $x$-polarization, we get

$$
\begin{equation*}
\mathbf{G}_{x}(\theta, \varphi)=\mathbf{G}_{y}(\theta, \varphi+\pi / 2)=G_{E}(\theta) \cos \varphi \hat{\boldsymbol{\theta}}-G_{H}(\theta) \sin \varphi \hat{\boldsymbol{\varphi}} . \tag{2.88}
\end{equation*}
$$

[^12]If we excite it for RHC polarization we get

$$
\begin{equation*}
\mathbf{G}_{c}(\theta, \varphi)=\left(\mathbf{G}_{x}-j \mathbf{G}_{y}\right) / \sqrt{2}=\left(G_{E}(\theta) e^{-j \varphi} \hat{\boldsymbol{\theta}}-j G_{H}(\theta) e^{-j \varphi} \hat{\boldsymbol{\varphi}}\right) / \sqrt{2} \tag{2.89}
\end{equation*}
$$

The co- and cross-polar far-field functions in this RHC case become (using (2.57) and (2.58))

$$
\begin{align*}
& G_{\mathrm{co}}(\theta, \varphi)=\mathbf{G}_{c} \cdot \hat{\mathbf{c o}^{*}}=G_{\mathrm{co}_{45^{\circ}}}(\theta),  \tag{2.90}\\
& G_{\mathrm{xp}}(\theta, \varphi)=\mathbf{G}_{c} \cdot \hat{\mathbf{x}}^{*}=G_{\mathrm{xp}_{45^{\circ}}}(\theta) e^{-j 2 \varphi}, \tag{2.91}
\end{align*}
$$

where $G_{\mathrm{co}_{45^{\circ}}}(\theta)$ and $G_{\mathrm{xp}_{45}{ }^{\circ}}(\theta)$ are the same as in (2.86) and (2.87). Therefore, the crosspolarization when the $\mathrm{BOR}_{1}$ antenna is ideally excited for circular polarization is the same as the cross-polarization in the $45^{\circ}$-plane when it is ideally excited for linear polarization. Note that the cross-polarization equals to half of the difference between the complex E- and H -plane far-field functions. This means that the E - and H -plane far-field functions must be equal in both amplitude and phase in order to get zero cross-polarization in a $\mathrm{BOR}_{1}$ antenna.

The power integral of the $\mathrm{BOR}_{1}$ antenna has the following two equivalent forms:

$$
\begin{gather*}
P=\pi \int_{0}^{\pi}\left\{\left|G_{E}(\theta)\right|^{2}+\left|G_{H}(\theta)\right|^{2}\right\} \sin \theta d \theta  \tag{2.92}\\
P=2 \pi \int_{0}^{\pi}\left\{\left|G_{\mathrm{co}_{45^{\circ}}}(\theta)\right|^{2}+\left|G_{\mathrm{xp}_{45^{\circ}}}(\theta)\right|^{2}\right\} \sin \theta d \theta \tag{2.93}
\end{gather*}
$$

We can conveniently express the latter as the sum of the powers in the co-polar and crosspolar fields;

$$
\begin{equation*}
P=P_{\mathrm{co}}+P_{\mathrm{xp}}, \tag{2.94}
\end{equation*}
$$

where for circular polarization

$$
\begin{align*}
& P_{\mathrm{co}}=P_{\mathrm{coc}}=2 \pi \int_{0}^{\pi}\left|G_{\mathrm{co}_{45^{\circ}}}(\theta)\right|^{2} \sin \theta d \theta  \tag{2.95}\\
& P_{\mathrm{xp}}=P_{\mathrm{xpc}}=2 \pi \int_{0}^{\pi}\left|G_{\mathrm{xp}_{45^{\circ}}}(\theta)\right|^{2} \sin \theta d \theta \tag{2.96}
\end{align*}
$$

For linear polarization, the co- and cross-polar parts $P_{\text {col }}$ and $P_{\mathrm{xpl}}$ of the power integral for linear polarization are related to $P_{\text {coc }}$ and $P_{\mathrm{xpc}}$ for circular polarization defined above by $P_{\mathrm{co}}=P_{\mathrm{col}}=P_{\mathrm{coc}}+P_{\mathrm{xpc}} / 2$ and $P_{\mathrm{xp}}=P_{\mathrm{xpl}}=P_{\mathrm{xpc}} / 2$.

### 2.4.3 Example: Directivity of $\mathrm{BOR}_{1}$ antenna with low sidelobes

It is often convenient to be able to represent an experimental radiation pattern by a simple analytical expression. There are three common expressions which well approximate main lobes of pencil-beams. These are $e^{-\left(\theta / \theta_{0}\right)^{2}}, \cos ^{n}(\theta)$ and $\cos ^{n}(\theta / 2)$, where $\theta_{0}$ and $n$ are chosen in such a way that the analytical expression resembles the main beam as much as possible (e.g., in such a way that the 3 dB widths of the experimental and analytical patterns are equal). The three expressions represent narrow beams equally well, but the $\cos ^{n}(\theta / 2)$ pattern is the best for representing broad beams; therefore, we choose it here. Express the directivity as a function of the 3 dB beamwidth when the co-polar far-field function is $\cos ^{n}(\theta / 2)$ and there is no cross-polarization.


Figure 2.14: Examples of E- and H-plane (left) and $45^{\circ}$-plane co- and cross-polar (right) radiation patterns of $\mathrm{BOR}_{1}$ antenna.


Figure 2.15: *Directivity of rotationally symmetric $\cos ^{n}(\theta / 2)$ radiation pattern as a function of half beamwidths in degrees for different tapers.

## SOLUTION:

When the antenna is $y$-polarized, the approximate far-field function is

$$
\mathbf{G}(\theta, \varphi)=\cos ^{n}(\theta / 2)(\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}})
$$

The co-polar far-field function is $G_{\mathrm{co}}(\theta)=\cos ^{n}(\theta / 2)$. The parameter $n$ can be expressed in terms of the half 3 dB beamwidth $\theta_{3 \mathrm{~dB}}$ of the experimental pattern by using $n 20 \log \left(\cos \left(\theta_{3 \text { dB }} / 2\right)\right)$ $=-3$, i.e.,

$$
n=-3 /\left(20 \log \left(\cos \left(\theta_{3 \mathrm{~dB}} / 2\right)\right) .\right.
$$

The power integral in (2.93) becomes

$$
\begin{aligned}
P & =2 \pi \int_{0}^{\pi} \cos ^{2 n}(\theta / 2) \sin \theta d \theta \\
& =8 \pi \int_{0}^{\pi} \cos ^{2 n+1}(\theta / 2) \sin (\theta / 2) d(\theta / 2)=4 \pi /(n+1)
\end{aligned}
$$

Thus, the directivity is

$$
D_{0}=\frac{4 \pi}{P}=(n+1),
$$

which is plotted in dB in Fig. 2.15 ${ }^{\star}$. A more handy formula can be obtained by series expanding the result for small $\theta_{3 \mathrm{~dB}}$ (see Appendix B);

$$
\log \left(\cos \left(\theta_{3 \mathrm{~dB}} / 2\right)\right) \approx \log \left(1-\left(\theta_{3 \mathrm{~dB}}\right)^{2} / 8\right) \approx(\log \mathrm{e})\left(\theta_{3 \mathrm{~dB}}\right)^{2} / 8
$$

This gives:

$$
D_{0} \approx 9070 /\left(\theta_{3 \mathrm{~dB}}^{\circ}\right)^{2} \quad \text { and } \quad\left(D_{0}\right)_{\mathrm{dB}} \approx 39.6-10 \log \left(\theta_{3 \mathrm{~dB}}^{\circ}\right)^{2} \mathrm{~dB}
$$

where $\theta_{3 \mathrm{~dB}}$ in the latter formulas is in degrees. If the 3 dB half beamwidth in E - and H -planes are different, we may still use the same formulas but with $\theta_{3 \mathrm{~dB}}$ being the square root of the average of the square of the 3 dB half beamwidths in the two planes. ${ }^{18}$

### 2.4.4 Example: Directivity of BOR1 antenna with high far-out sidelobes

The theoretical $\cos ^{n}(\theta / 2)$ pattern has no sidelobe which practical antennas have. Assume that the antenna has a 3 dB half beamwidth of $5^{\circ}$. Show how much the directivity is reduced if the antenna has an increased sidelobe level envelope of $S E=-20 \mathrm{~dB}$ between $\theta_{1}=60^{\circ}$ and $\theta_{2}=80^{\circ}$.

## SOLUTION:

We express the far-field function of the $y$-polarized antenna as

$$
\begin{aligned}
& \mathbf{G}(\theta, \varphi)=G(\theta)(\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}), \\
& \text { with } \quad G(\theta)= \begin{cases}A+\cos ^{n}(\theta / 2) & \theta_{1}<\theta<\theta_{2} \\
\cos ^{n}(\theta / 2) & \text { elsewhere }\end{cases}
\end{aligned}
$$

[^13]By developing the square of $G(\theta)$ the power integral gets three terms;

$$
\begin{gathered}
P_{1}=2 \pi \int_{0}^{\pi} \cos ^{2 n}(\theta / 2) \sin \theta d \theta=4 \pi /(n+1) \\
P_{2}=2 \pi|A|^{2} \int_{\theta_{1}}^{\theta_{2}} \sin \theta d \theta=2 \pi|A|^{2}\left[\cos \theta_{1}-\cos \theta_{2}\right] \\
P_{3}=4 \pi|A| \int_{\theta_{1}}^{\theta_{2}} \cos ^{n}(\theta / 2) \sin \theta d \theta
\end{gathered}
$$

In order to get a useful approximate formula, we will here assume that $A \gg \cos ^{n}(\theta / 2)$ in the region $\theta_{1}<\theta<\theta_{2}$ so that $P_{3} \ll P_{2}$ and can be neglected. Furthermore, we will approximate $P_{2}$ by

$$
P_{2} \approx 2 \pi|A|^{2} \sin \theta_{m} \Delta \theta
$$

where $\theta_{m}=\left(\theta_{2}+\theta_{1}\right) / 2$ is the average value of $\theta$ in the high sidelobe region and $\Delta \theta=\theta_{2}-\theta_{1}$. This approximate $P_{2}$ is valid when $\theta_{2}-\theta_{1}$ is small. The resulting directivity is

$$
D=\frac{4 \pi}{P_{1}+P_{2}}=D_{0} e_{\mathrm{sl}}
$$

where $D_{0}=n+1$ is the directivity when $A=0$, and $e_{\text {sl }}$ is the directivity reduction due to the sidelobes, given by

$$
\begin{aligned}
& e_{\mathrm{sl}}=\frac{P_{1}}{P_{1}+P_{2}}=\left(1+\frac{P_{2}}{P_{1}}\right)^{-1} \\
& \frac{P_{2}}{P_{1}}=\frac{1}{2}|A|^{2} \sin \theta_{m}\left(\frac{\pi \Delta \theta}{180^{\circ}}\right) D_{0}
\end{aligned}
$$

where $\Delta \theta=\theta_{2}-\theta_{1}$ is in degrees.
In the numerical example we have $\mathrm{SE}=-20 \mathrm{~dB}$ between $\theta_{1}=60^{\circ}$ and $\theta_{2}=80^{\circ}$. The best result of the above formula is obtained if we calculate $|A|^{2}$ according to

$$
|A|^{2}=10^{(\mathrm{SE}-3) / 10}
$$

This can be justified by the fact that $A$ is a sidelobe envelope, so that the sidelobes vary periodically under a maximum level of $|A|^{2}$. Taking the square of this amplitude and integrating corresponds to using a constant average sidelobe level which is 3 dB below the sidelobes' peaks (i.e., their envelope).
Thus, we reduce SE by 3 dB to the average power density level when calculating $|A|^{2}$. Finally,

$$
\begin{gathered}
\left.n=-3 /\left(20 \log \left(\cos \left(\left(5^{\circ}\right) / 2\right)\right)\right)=363, \quad \text { gives } \quad D_{0}=364 \quad \text { (i.e., } 25.6 \mathrm{~dB}\right), \\
|A|^{2}=10^{-(20+3) / 10}=0.005, \\
\text { gives } \quad P_{2} / P_{1}=\frac{1}{2} 0.005 \sin 70^{\circ}\left(\frac{\pi \cdot 20^{\circ}}{180^{\circ}}\right) 364=0.30, \\
\text { and } \left.\quad e_{\mathrm{sl}}=(1+0.3)^{-1}=0.77 \quad \text { (i.e., }-1.1 \mathrm{~dB}\right) .
\end{gathered}
$$



Figure 2.16: ${ }^{\star}$ Reduction in directivity as a function of uniform sidelobe level in dBi . The parameters of the curves are $\sin \left(\theta_{m}\right) \Delta \theta$ in degrees.

Thus, increased sidelobes may have a severe effect on the directivity. In our case the directivity reduces by 1.1 dB . The results of the above are presented in Fig. $2.16^{\star}$ as a function of a general sidelobe level in dBi, i.e., as a function of $10 \log \left(|A|^{2} D_{0}\right)$. Using the figure for our example we have a sidelobe envelope level $\left(|A|^{2} D_{0}\right)_{\mathrm{dBi}}=(25.6-20) \mathrm{dBi}=5.6 \mathrm{dBi}$ and the figure parameter is $\sin \left(70^{\circ}\right) \cdot 20^{\circ} \approx 17^{\circ}$, from which we can read a directivity reduction of about -1.1 dB .

### 2.4.5 Example: $\mathrm{BOR}_{1}$ antenna with different E - and H-plane patterns

If an antenna has different E- and H-plane patterns we can model it as

$$
\mathbf{G}(\theta, \varphi)=\cos ^{n_{1}}(\theta / 2) \sin \varphi \hat{\boldsymbol{\theta}}+\cos ^{n_{2}}(\theta / 2) \cos \varphi \hat{\boldsymbol{\varphi}} .
$$

Determine the directivity when the E- and H-plane patterns have 3 dB half-beamwidths of $20^{\circ}$ and $25^{\circ}$, respectively. Find the relative cross-polar level at $\theta=20^{\circ}$ in the $45^{\circ}$-plane.

## SOLUTION:

The power integral is from (2.92)

$$
\begin{aligned}
& P=P_{E}+P_{H} \\
& P_{E}=\pi \int_{0}^{\pi}\left(\cos ^{n_{1}}(\theta / 2)\right)^{2} \sin \theta d \theta=2 \pi /\left(n_{1}+1\right), \quad P_{H}=2 \pi /\left(n_{2}+1\right) .
\end{aligned}
$$

The directivity is

$$
D_{0}=4 \pi /\left(P_{E}+P_{H}\right)=\frac{2\left(n_{1}+1\right)\left(n_{2}+1\right)}{\left(n_{1}+n_{2}+2\right)} .
$$

The numerical values are

$$
\left.n_{1}=-3 / 20 \log (\cos (20 / 2))=22.6, \quad n_{2}=14.4, \quad D_{0}=18.6 \quad \text { (i.e., } 12.7 \mathrm{~dB}\right)
$$

The cross-polar pattern in the $45^{\circ}$-plane is from (2.87)

$$
G_{\mathrm{xp}_{45^{\circ}}}(\theta)=\frac{1}{2}\left(\cos ^{n_{1}}(\theta / 2)-\cos ^{n_{2}}(\theta / 2)\right)
$$

We evaluate it for $\theta=20^{\circ}$;

$$
G_{\mathrm{xp}_{45^{\circ}}}\left(20^{\circ}\right)=\frac{1}{2}(0.7075-0.8022)=0.047 .
$$

The relative cross-polar level is from (2.73)

$$
\left.\left|G_{\mathrm{xp}_{45^{\circ}}}\left(20^{\circ}\right) / G_{\mathrm{co}_{45^{\circ}}}(0)\right|^{2}=(0.047)^{2} \quad \text { (i.e., }-26.5 \mathrm{~dB}\right)
$$

See also * for Fig. 2.15.

### 2.4.6 Example: $\mathrm{BOR}_{1}$ antenna with different E - and H -plane phase patterns

If there are phase differences in E- and H-planes we may extend the $\cos ^{n}(\theta / 2)$ feed model according to

$$
\mathbf{G}(\theta, \varphi)=\cos ^{n}(\theta / 2)\left[e^{j k \Delta(1-\cos \theta)} \sin \varphi \hat{\boldsymbol{\theta}}+e^{-j k \Delta(1-\cos \theta)} \cos \varphi \hat{\boldsymbol{\varphi}}\right]
$$

Determine the locations of the phase centers in E- and H-planes. Determine the directivity and the cross-polar level at $\theta=20^{\circ}$ in the $45^{\circ}$-plane when the 3 dB half-beamwidth is $20^{\circ}$ and $\Delta=2 \lambda$.

## SOLUTION:

The phase center location $Z_{\mathrm{pc}_{E}}$ in E-plane ( $\varphi=90^{\circ}$ ) and $Z_{\mathrm{pc}_{H}}$ H-plane ( $\varphi=0^{\circ}$ ) can be found from (2.63). We have

$$
\Phi_{E}(\theta)=k \Delta(1-\cos \theta) \quad \text { and } \quad \Phi_{H}(\theta)=-k \Delta(1-\cos \theta)
$$

which yield

$$
\begin{aligned}
Z_{\mathrm{pc}_{E}} & =\frac{\Phi_{E}(0)-\Phi_{E}(\theta)}{k(1-\cos \theta)}=-\Delta \\
\text { and } \quad Z_{\mathrm{pc}_{H}} & =\frac{\Phi_{H}(0)-\Phi_{H}(\theta)}{k(1-\cos \theta)}=\Delta .
\end{aligned}
$$

Thus, the E-plane phase center is located a distance $\Delta$ behind the phase reference point, and the H-plane phase center a distance $\Delta$ in front of it.

The power integral is most easily evaluated by using (2.92), i.e.,

$$
P=P_{E}+P_{H}=2 P_{E}=2 \pi \int_{0}^{\pi} \cos ^{2 n}(\theta / 2) \sin \theta d \theta=4 \pi /(n+1) .
$$

Thus, the directivity is

$$
D_{0}=n+1
$$

The cross-polar far-field function in the $45^{\circ}$-plane is from (2.87)

$$
\begin{aligned}
G_{\mathrm{xp}_{45^{\circ}}}(\theta) & =\frac{1}{2} \cos ^{n}(\theta / 2)\left[e^{j k \Delta(1-\cos \theta)}-e^{-j k \Delta(1-\cos \theta)}\right] \\
& =\cos ^{n}(\theta / 2) j \sin (k \Delta(1-\cos \theta))
\end{aligned}
$$

The numerical values are

$$
\begin{aligned}
n=-3 / 20 & \log (\cos (20 / 2))=22.6 \\
D_{0}=n+1 & =23.6 \quad \text { (i.e., } 13.7 \mathrm{dBi}) \\
\left|G_{\mathrm{xp}_{45^{\circ}}}\left(20^{\circ}\right) / G_{\mathrm{CO}_{45^{\circ}}}(0)\right|^{2} & =\cos ^{2 n}\left(10^{\circ}\right) \sin ^{2}\left(k \Delta\left(1-\cos \left(20^{\circ}\right)\right)\right) \\
& =0.5 \sin ^{2}\left(360^{\circ} \cdot 2(1-0.95)\right) \\
& =0.24 \quad \text { (i.e., }-6.3 \mathrm{~dB}) .
\end{aligned}
$$

Thus, phase differences between E- and H-plane patterns cause cross-polarization in the $45^{\circ}$-plane. ${ }^{\star 19}$

### 2.5 System characteristics of the antenna

From the system's point of view an antenna can be regarded as a black box with one (or more) input ports and one or more outputs to free space. The system designer wants to know the characteristics of the antenna referred to the input port (terminal).

### 2.5.1 Antenna gain

The directivity was defined from the radiation intensity in the main beam direction and the total radiated power. The antenna gain (also called realized gain or power gain or simply the gain) $G_{0}$ has the same definition, except that the total radiated power is replaced by the total power delivered to the antenna port. This may be expressed by using the directivity $D_{0}$ as

$$
\begin{equation*}
G_{0}=e_{\mathrm{rad}} e_{\mathrm{pol}} D_{0} \tag{2.97}
\end{equation*}
$$

where $e_{\mathrm{rad}}$ is the total radiation efficiency and $e_{\mathrm{pol}}$ is the polarization efficiency. The total radiation efficiency is the ratio between the radiated power and the power incident on the antenna port. It can be further factorized in two subefficiencies, according to

$$
\begin{equation*}
e_{\mathrm{rad}}=e_{r} e_{\mathrm{abs}} \tag{2.98}
\end{equation*}
$$

[^14]

Figure 2.17: Example of lens-corrected horn antenna with input reflection coefficient $r$, conduction losses and dielectric losses.
where $e_{r}=1-|r|^{2}$ is the mismatch factor caused by a reflection coefficient $r$ at the antenna port, and $e_{\text {abs }}$ is the radiation efficiency due to ohmic losses (i.e., absorption) in the conductive and dielectric parts of the antenna structure (Fig. 2.17). The polarization efficiency $e_{\text {pol }}$ may or may not be included already in $D_{0}$, depending on the on-axis characteristics of the far field function used to determine $D_{0}$. If this had no cross-polarization on axis, we may use $e_{\text {pol }}$ to account for an actual system cross-polarization on axis, due to, e.g., a nonideal polarizer or tolerances. It is given by

$$
\begin{equation*}
e_{\mathrm{pol}}=\left(\frac{\mathbf{E}\left(0^{\circ}, 0^{\circ}\right) \cdot \hat{\mathbf{c o}}}{} \hat{\mathbf{o}}^{*}\right)^{2} . \tag{2.99}
\end{equation*}
$$

### 2.5.2 Aperture efficiency and effective area

Several antennas have more or less well defined apertures, through which all or most of the radiated power propagates. The apertures may be real apertures as in horn antennas or virtual apertures as in front of reflector antennas or over planar array antennas ${ }^{20}$. Let us consider a plane aperture of area $A$. In Section 7.3 .3 we will show that the maximum available directivity of such an aperture when radiating as an antenna is

$$
\begin{equation*}
D_{\max }=\frac{4 \pi}{\lambda^{2}} A \tag{2.100}
\end{equation*}
$$

receiving antennas are often characterized in terms of their effective aperture instead of their antenna gain. The effective aperture $A_{e}$ is defined as the ratio between the total power $P_{r}$ received at the antenna port (or absorbed in a load with the required load impedance) and the power density $W_{t}$ of the plane wave coming in from the pointing direction of the antenna:

$$
\begin{equation*}
A_{e}=P_{r} / W_{t} \tag{2.101}
\end{equation*}
$$

[^15]

Figure 2.18: A communication system with transmitting (left) and receiving (right) antenna systems.

Eq. (2.100) can be used to express $A_{e}$ in terms of the antenna gain, according to

$$
\begin{equation*}
A_{e}=\frac{\lambda^{2}}{4 \pi} G_{0} \tag{2.102}
\end{equation*}
$$

Eq. (2.101) and (2.102) are also valid for small antennas of which it is not possible to define any aperture area, e.g., for short dipoles. We will in Section 5.1.5 derive it from the input impedance and directivity of a short dipole. The effective aperture can be used to calculate the received power from an incident plane wave with known power density, as shown in the next subsection.

Let us now define the aperture efficiency $e_{\mathrm{ap}}$. The most common definition is:

$$
\begin{equation*}
e_{\mathrm{ap}}=\frac{D_{0}}{D_{\max }} \tag{2.103}
\end{equation*}
$$

and therefore not $e_{\mathrm{ap}}=G_{0} / G_{\max }=A_{e} / A$ which could be expected. Using (2.103) and (2.97) we can express the antenna gain as

$$
\begin{equation*}
G_{0}=e_{\mathrm{ant}} D_{\max } ; \quad e_{\mathrm{ant}}=e_{r} e_{\mathrm{abs}} e_{\mathrm{pol}} e_{\mathrm{ap}}, \tag{2.104}
\end{equation*}
$$

where $e_{\text {ant }}$ is the total or overall antenna efficiency. This antenna efficiency includes four different subefficiencies. It is also possible to further factorize the aperture efficiency in further subefficiencies. We will postpone it to Section 9.4.1.

We see that the definition of the aperture efficiency gives the following relation between the aperture efficiency and the effective aperture;

$$
\begin{equation*}
A_{e}=e_{\mathrm{ant}} A=e_{\mathrm{rad}} e_{\mathrm{pol}} e_{\mathrm{ap}} A \tag{2.105}
\end{equation*}
$$

All the subefficiencies in (2.104) and (2.105) are conveniently used in practice to characterize both receiving and transmitting antennas, due to reciprocity. Almost all of them are, however, most easily determined and interpretable for transmitting antennas. When we present the values of all the different efficiencies we should always do it in dB according to $\left(e_{\mathrm{ant}}\right)_{\mathrm{dB}}=$ $10 \log \left(e_{\text {ant }}\right)$.

### 2.5.3 Friis transmission equation and the radar equation

We will now show how the antenna gain and the effective aperture can be used to calculate the transmission loss between two antennas in a communication system. Let us consider a transmitting antenna with antenna gain $G_{0 t}$, and a receiving antenna with effective aperture
$A_{\text {er }}$. The two antennas are pointing towards each other with coinciding and opposite directed pointing directions (Fig. 2.18). We assume that a power generator delivers the power $P_{t}$ to the port of the transmitting antenna with no reflection. Then, if the antenna is a co-polar lossless isotropic radiator, the power density in the far-field at the location of the receiving antenna would be

$$
\begin{equation*}
W_{\mathrm{ISO}}=\frac{P_{t}}{4 \pi r^{2}} \tag{2.106}
\end{equation*}
$$

where $r$ is the spacing between the two antennas. The antenna has an antenna gain $G_{0 t}$ relative to the isotropic radiator, so we get a corresponding increase in the power density:

$$
\begin{equation*}
W_{0}=\frac{P_{t}}{4 \pi r^{2}} G_{0 t} \tag{2.107}
\end{equation*}
$$

The power available from the port of the receiving antenna is now easily determined from the definition of the effective aperture:

$$
\begin{equation*}
P_{r}=W_{0} A_{\mathrm{er}}=W_{0} \frac{\lambda^{2}}{4 \pi} G_{0 r}=P_{t} \frac{1}{4 \pi r^{2}} \frac{\lambda^{2}}{4 \pi} G_{0 t} G_{0 r} \tag{2.108}
\end{equation*}
$$

where $G_{0 r}$ is the antenna gain of the receiving antenna. Finally, we get

$$
\begin{equation*}
\frac{P_{r}}{P_{t}}=\left(\frac{\lambda}{4 \pi r}\right)^{2} G_{0 t} G_{0 r} \tag{2.109}
\end{equation*}
$$

which is commonly referred to as the Friis transmission formula. The $(\lambda / 4 \pi r)^{2}$ factor is often called the free space attenuation. The effective aperture and the antenna gain can also be used to derive the ratio between $P_{t}$ and $P_{r}$ of a radar antenna, resulting in the so-called radar equation:

$$
\frac{P_{r}}{P_{t}}=\left(\frac{1}{4 \pi r^{2}}\right)^{2} G_{0 t} A_{\mathrm{er}} \cdot(\mathrm{RCS})
$$

where RCS is the radar cross section of the object (target) in square meters. The target is located a distance $r$ away from the antenna, and

$$
A_{\mathrm{er}}=\frac{\lambda^{2}}{4 \pi} G_{0 t}
$$

since the same antenna is used for both transmit and receive (monostatic case).

### 2.5.4 Antenna noise temperature and G/T

The actual figure of merit of a communication or radar system is the Signal-to-Noise Ratio (SNR). SNR is the ratio of the signal power to the noise power. In antennas, the noise power $P_{n}$ is most conveniently measured in terms of its equivalent noise temperature $T$, which is related to $P_{n}$ through

$$
\begin{equation*}
P_{n}=k T \Delta f, \tag{2.110}
\end{equation*}
$$

where $k$ is Bolzmann's constant and $\Delta f$ is the bandwidth of the system. $T$ is measured in Kelvin (K). We do not need to know the value of Bolzmann's constant. It is sufficient in antenna analysis to know that the noise power is proportional to the noise temperature. The relation between the Kelvin and Centigrade $\left({ }^{\circ} \mathrm{C}\right)$ temperature scales is linear, with $0 \mathrm{~K}=-273^{\circ} \mathrm{C}$ and $293 \mathrm{~K}=20^{\circ} \mathrm{C}$.


Figure 2.19: Geometry (upper) and system block diagram (lower) for calculation of antenna noise temperature. $T_{0}$ is the ambient temperature.

The received signal power is proportional to the antenna gain $G_{0}$, so a commonly used figure of merit for receiving antennas is

$$
\begin{equation*}
G_{0} / T=\left(e_{\mathrm{ant}} D_{\max }\right) / T_{\mathrm{sys}} . \tag{2.111}
\end{equation*}
$$

This ' G over T ' is always expressed in $\mathrm{dB} / \mathrm{K}$ (pronounced ' dB over K ') which is dB relative to $1 / \mathrm{K}$ ('one over K '). The system noise temperature $T_{\text {sys }}$ can be divided in the receiver noise $T_{\text {rec }}$ and the antenna noise $T_{\text {ant }}$ according to

$$
\begin{equation*}
T_{\mathrm{sys}}=T_{\mathrm{rec}}+T_{\mathrm{ant}} . \tag{2.112}
\end{equation*}
$$

Note that $T_{\text {rec }}$ is a function of the reflection coefficient $r$, the physical temperature of the receiver and its noise parameters. The latter $T_{\text {ant }}$ contains many contributions. For example, losses in the atmosphere and the surrounding ground, as well as in conducting or dielectric parts of the antenna. Also, the sun and other discrete noise sources in the sky may contribute. The basic noise model of a lossy medium and its physical explanation are as follows. We consider first a wave propagating through the medium. If this has a power density of unity when it enters the medium, the power density at the end of the medium is less, i.e., $e_{\mathrm{abs}}<1$. The lost power is absorbed, corresponding to excitation of resonances in the molecules or atoms in the medium, and it is transformed to heat. When no impressed wave is present, the molecular resonances will keep the same balance between heat (temperature) and microwave power density. Therefore, the medium always will radiate incoherent microwaves related to
its absolute temperature

$$
\begin{equation*}
T_{\mathrm{abs}}=\left(1-e_{\mathrm{abs}}\right) T_{\mathrm{med}}, \tag{2.113}
\end{equation*}
$$

where $T_{\text {med }}$ is the physical temperature of the medium in Kelvin. $T_{\text {med }}$ will normally be the ambient temperature $T_{0}$, which is used in the illustration in Fig. 2.19. The noise temperature may vary with frequency, but only if $e_{\text {abs }}$ does. Thus, a medium which absorbs all the incident waves so that $e_{\text {abs }}=0$ (often referred to as a black body) has an equivalent noise temperature equal to its physical temperature.
The sky, including the Earth's atmosphere, contributes to the antenna noise temperature through its brightness temperature $T_{b}$ which is due to the physical molecular temperature, scattering and ohmic losses in the atmosphere. The brightness temperature is the noise seen by a narrow antenna beam pointing to the sky in a certain direction. $T_{b}$ is a function of the elevation pointing direction $\alpha_{0}$ of the antenna and the azimuth angle. The azimuth variation is normally negligible, and the elevation variation can be found tabulated in certain frequency bands. Such tables sometimes include negative elevation angles, which corresponds to the case that the main lobe points towards the ground. However, these values will in reality depend strongly on the conditions of the ground, for instance, its reflection coefficient. The ground noise contribution from a ground direction can be expressed as

$$
\begin{equation*}
T_{g}=\left[1-|\gamma|^{2}\right] T_{0}+|\gamma|^{2} T_{b}, \tag{2.114}
\end{equation*}
$$

where $T_{0}$ is the ambient temperature, standardized to $T_{0}=293 \mathrm{~K}$, which corresponds to $20^{\circ} \mathrm{C}, \gamma$ is the reflection coefficient of the ground for the given incidence angle, and $T_{b}$ is the brightness temperature of the sky in the direction of the ground reflection. From $T_{g}$ and $T_{b}$ it is possible to define a noise temperature profile $T_{\mathrm{bg}}(\alpha)$, where $\alpha$ is the elevation angle, which is valid also for negative $\alpha$, by

$$
T_{\mathrm{bg}}(\alpha)=\left\{\begin{array}{ll}
T_{b}(\alpha) & \text { for } \quad 0^{\circ}<\alpha<90^{\circ}  \tag{2.115}\\
T_{g}(\alpha) & \text { for }-90^{\circ}<\alpha<0^{\circ}
\end{array} .\right.
$$

An actual antenna has a far-field function $\mathbf{G}(\theta, \varphi)$ which illuminates the whole sky and ground. Therefore, the noise temperature contribution $T_{a}$ from the far-field function of the antenna (we may call it the ideal-antenna noise temperature) has to be calculated as a weighted average over all directions to the sky and ground (see Fig. 2.19):

$$
\begin{equation*}
T_{a}=\frac{\iint_{4 \pi} T_{\mathrm{bg}}(\alpha(\theta, \varphi))\left[\left|G_{\mathrm{co}}(\theta, \varphi)\right|^{2}+\left|G_{\mathrm{xp}}(\theta, \varphi)\right|^{2}\right] \sin \theta d \theta d \varphi}{\iint_{4 \pi}\left[\left|G_{\mathrm{co}}(\theta, \varphi)\right|^{2}+\left|G_{\mathrm{xp}}(\theta, \varphi)\right|^{2}\right] \sin \theta d \theta d \varphi} \tag{2.116}
\end{equation*}
$$

where $\alpha(\theta, \varphi)$ is the elevation angle calculated in the direction $(\theta, \varphi)$ in the coordinate system of the far-field function, $G_{\mathrm{co}}(\theta, \varphi)$ is the co-polar far-field function, and $G_{\mathrm{xp}}(\theta, \varphi)$ is the crosspolar. It is common in simple calculations to approximate (2.116) by

$$
\begin{equation*}
T_{a}=\left(1-p_{\mathrm{grd}}\right) T_{\mathrm{mb}}+p_{\mathrm{grd}} T_{0}, \tag{2.117}
\end{equation*}
$$

where $p_{\text {grd }}$ is the relative power hitting the ground and $T_{m b}$ is the brightness temperature in the direction of the main beam. In this case we have assumed reflection coefficient $\gamma=0$ at the ground, so that $T_{g}=T_{0}$ from (2.114).

An actual non-ideal antenna will also have losses and mismatch, so that the actual-antenna noise temperature referred to the receiving port becomes

$$
\begin{equation*}
T_{\mathrm{ant}}=e_{\mathrm{rad}} T_{a}+T_{\mathrm{abs}} ; \quad T_{\mathrm{abs}}=\left(1-e_{\mathrm{abs}}\right) T_{0} \tag{2.118}
\end{equation*}
$$

where $e_{\text {abs }}$ is the radiation efficiency due to absorption and $e_{\text {rad }}=e_{\text {abs }}\left(1-|r|^{2}\right)$ is the total radiation efficiency ${ }^{21}$. A lossy transmission line can be included in $e_{\text {abs }}$. The following simple relation between $\left(e_{\mathrm{abs}}\right)_{\mathrm{dB}}$ and $T_{\mathrm{abs}}$ can be derived for small losses and is convenient for quick calculations,

$$
\begin{equation*}
T_{\mathrm{abs}}=-70\left(e_{\mathrm{abs}}\right)_{\mathrm{dB}} \mathrm{~K} \tag{2.119}
\end{equation*}
$$

Thus, an ohmic loss of 0.1 dB gives 7 K contribution to the system noise. The receiver is often a Low Noise Amplifier (LNA) and its noise performance may be given in terms of the noise figure

$$
\begin{equation*}
\mathrm{NF}=10 \log \left(1+\frac{T_{\mathrm{rec}}}{T_{0}}\right) ; \quad T_{\mathrm{rec}}=T_{0}\left[10^{(\mathrm{NF}) / 10}-1\right] \tag{2.120}
\end{equation*}
$$

The noise figure of a good transistor receiver can be lower than 1 dB , corresponding to 76 K . In radio telescopes the receivers are often cooled with liquid Helium to give noise temperatures down to 5 K .

### 2.5.5 Bandwidth

The characteristics of antennas are normally specified over a certain desired bandwidth $\Delta f$ around the center frequency $f_{0}$. The operational frequency band is then defined by

$$
\begin{equation*}
f_{0}-\Delta f / 2<f<f_{0}+\Delta f / 2 \tag{2.121}
\end{equation*}
$$

The performance of most antennas can be scaled in frequency by scaling all the dimensions in such a way that the dimensions become the same in terms of wavelengths. Therefore, it is very convenient to describe different antennas in terms of their relative bandwidth. This can be defined in percent by

$$
\begin{equation*}
(\Delta f)_{\%}=\left(100 \Delta f / f_{0}\right) \% \tag{2.122}
\end{equation*}
$$

For large bandwidths the relative bandwidth is more clearly defined by the ratio

$$
\begin{equation*}
\left(f_{\max } / f_{\min }\right): 1, \tag{2.123}
\end{equation*}
$$

where $f_{\max }$ and $f_{\min }$ are the highest and lowest frequencies of the frequency band. This means that

$$
\begin{equation*}
\left(f_{\max } / f_{\min }\right)=\frac{f_{0}+\Delta f / 2}{f_{0}-\Delta f / 2} \approx 1+\left(\frac{\Delta f}{f_{0}}\right) \tag{2.124}
\end{equation*}
$$

where the latter approximation is valid only for small $\Delta f / f_{0} \ll 1$.

### 2.5.6 Tolerances

The electrical characteristics of antennas are always linked to their mechanical tolerances. In some cases (e.g., in large reflector antennas) the system characteristics may be described in terms of the tolerances of a major critical part of the antenna (e.g., the main reflector). The tolerances of a reflector is often given in terms of its Root-Mean-Square (RMS) value ${ }^{22}[11]$.

[^16]This is obtained by calculating the deviations of the actual surface from its best fit theoretical ideal choice, averaging the square of this deviation over the whole surface, and finally taking the square root of the averaged value. A reflector must typically have an RMS accuracy better than $\lambda / 50$ for loss of gain less than 0.3 dB .

The tolerance requirements for other mechanical parts depend strongly on the antenna type and how strong the requirements for sidelobes and return loss are. The requirements are also very different for critical and noncritical parts of the antennas. The critical parts are normally those having the strongest current densities or fields. In a critical part of a high performance antenna, the tolerance requirement may be as strong as $\lambda / 500$. Noncritical dimensions may deviate several wavelengths from the optimum.

### 2.5.7 Environmental effects

A customer would like to specify the performance when the antenna is located in its actual operational environment. So, the antennas need to be characterized under certain temperature, wind, rain, snow and ice conditions. They also may need to withstand shaking and acceleration. In particular, there are strong environmental requirements for space antennas, referred to as space qualification requirements. Therefore, antenna design involves a lot of mechanical considerations and knowledge of material characteristics. Sometimes antennas are protected towards environmental effects by an enclosing dielectric shell, referred to as a radome. Radomes can be of different types, such as space-frame radomes (which are supported by a metallic space-frame structure), thin dielectric radomes (with wall-thickness much smaller than a half wavelength), thick tuned dielectric radomes (with wall thickness equal to half a wavelength of the radome material), and sandwich foam radomes (consisting of thin dielectric sheets around a foam core of a quarter or three quarters wavelength thickness).

Rain, snow and hail have two different effects on an antenna system. First, the wave propagation in the atmosphere is attenuated due to both scattering from the individual particles (i.e., drops, flakes and hailstones) and losses in the water molecules. Second, there may exist direct effects on the antenna, such as:
a) Rain generating a water film on the antennas or their radomes, causing attenuation due to wave propagation through the film or reflection from it.
b) Rain, or melted snow and hail, penetrating into cables, waveguides or antenna elements, causing increased loss, strong impedance mismatches and even short-circuiting of antenna components.
c) Accumulation of snow; dry snow has very little effect on the wave propagation in the low frequency region, but wet snow may be almost as bad as water.
d) Accumulation of ice is very severe because it is heavy and may destroy the whole mechanical antenna or radome construction, and the wave propagation through ice is very different from air.

The atmospheric effects of rain, snow and hail are not considered as a part of the antenna characteristics, rather as a part of the loss budget of the communication system. All the effects in steps a) to d) above are parts of the antenna characteristics. This means that
engineers often need to analyze and design antennas as if they are radiating in free space, but with included layers of water, snow or ice on places where these may accumulate.

### 2.5.8 Example: Noise temperature and G/T

Consider an antenna with an antenna gain of 28.5 dBi . The system noise temperature is 100 K . The brightness temperature of the sky is 5 K . Such low brightness temperatures are present at L-band when the antenna is not pointed towards a source of cosmic noise.
a) How much will the $G / T$ in $d B$ improve if we remove a cable with 0.1 dB loss between the receiver and the antenna?
b) How much will the $\mathrm{G} / \mathrm{T}$ in dB improve if we reduce the relative power intersecting the ground from $20 \%$ to $10 \%$ ?

## SOLUTION:

The G/T of the system is

$$
(G / T)_{\mathrm{dB}}=(G)_{\mathrm{dB}}-\left(T_{\mathrm{sys}}\right)_{\mathrm{dB} / \mathrm{K}}=28.5 \mathrm{~dB}-20 \mathrm{~dB} / \mathrm{K}=8.5 \mathrm{~dB} / \mathrm{K} .
$$

a) A cable with 0.1 dB loss represents a noise temperature of (use (2.119))

$$
T_{\mathrm{cbl}}=70 \cdot(0.1 \mathrm{~dB}) \mathrm{K}=7 \mathrm{~K}
$$

If we remove the cable, the gain increases by 0.1 dB and the system noise temperature decreases by 7 K . The new G/T becomes

$$
\begin{align*}
(G / T)_{\mathrm{dB}} & =(G)_{\mathrm{dB}}+0.1 \mathrm{~dB}-10 \log \left(\left(T_{\text {sys }}-7 \mathrm{~K}\right) /(1 \mathrm{~K})\right) \\
& =28.6 \mathrm{~dB}-19.7 \mathrm{~dB} / \mathrm{K}=8.9 \mathrm{~dB} / \mathrm{K} \tag{2.125}
\end{align*}
$$

Thus, the G/T increases by 0.4 dB when we remove a cable with 0.1 dB loss. If the system noise temperature was less, the increase would have been even more.
b) Using (2.117) with $20 \%$ of the power intersecting the ground, for the antenna noise we have

$$
T_{a_{1}}=(1-0.2) \cdot 5 \mathrm{~K}+0.2 \cdot 293 \mathrm{~K} .
$$

Correspondingly, with $10 \%$ power intersecting the ground

$$
T_{a_{2}}=(1-0.1) \cdot 5 \mathrm{~K}+0.1 \cdot 293 \mathrm{~K} .
$$

Thus, the antenna noise temperature decreases by

$$
\Delta T_{a}=T_{a_{1}}-T_{a_{2}}=0.1 \cdot 5 \mathrm{~K}+0.1 \cdot 293 \mathrm{~K}=28.8 \mathrm{~K}
$$

and the new G/T becomes

$$
\begin{aligned}
(G / T)_{\mathrm{dB}} & =\left(G_{\mathrm{dB}}\right)-10 \log \left(\left(T_{\text {sys }}-28.8 \mathrm{~K}\right) /(1 \mathrm{~K})\right) \\
& =28.6 \mathrm{~dB}-18.1 \mathrm{~dB} / \mathrm{K}=10.5 \mathrm{~dB} / \mathrm{K}
\end{aligned}
$$

Thus, the G/T increases by 2 dB when we reduce the power hitting the ground from $20 \%$ to $10 \%$. If the system noise temperature were less, the increase would be even more.


Figure 2.20: Block diagram, Thevenin and Norton equivalent circuits of a transmitting antenna.

### 2.6 Equivalent circuits of single-port antennas

In general, an antenna will be connected to a transmitter or receiver system, often via a transmission line such as a coaxial cable or rectangular waveguide. In order to analyze the antenna in this network, we need a circuit representation of it, both in its receiving and transmitting modes [3].

### 2.6.1 Transmitting antennas

The equivalent circuit of a transmitting antenna with signal generator and transmission line is shown in Fig. 2.20. The transmitter is modeled by its Thevenin (or Norton equivalent), and the antenna is modeled by a complex radiation impedance $Z_{a}=R_{a}+j X_{a}$ (or radiation admittance $Y_{a}=G_{a}+j B_{a}$ ). The radiation impedance (admittance) is also called the antenna impedance (admittance) and input impedance (admittance) of the antenna. The radiation impedance is normally used when the expression for the far-field function $\mathbf{G}(\hat{\mathbf{r}})$ is proportional to the excitation current $I_{\mathrm{at}}$ at the antenna port, and the radiation admittance is used when $\mathbf{G}(\hat{\mathbf{r}})$ is proportional to the excitation voltage $V_{a t}$ at the antenna port. The power dissipated in the resistive (or conductive) part $R_{a}$ (or $G_{a}$ ) of $Z_{a}$ (or $Y_{a}$ ), is equal to the sum of the total radiated power and the power dissipated as actual heat in the antenna structure due to losses. $X_{a}$ (or $B_{a}$ ) is related to the reactive power, i.e., the power oscillating back and forth inside the antenna and its close neighborhood. The reflection coefficient at the input port is

$$
\begin{equation*}
r=\left(Z_{a}-Z_{c}\right) /\left(Z_{a}+Z_{c}\right), \tag{2.126}
\end{equation*}
$$

where $Z_{c}$ is the characteristic impedance of the transmission line. This can also be referred to as the port impedance of the antenna. The reflection coefficient is normally presented


$$
r_{1}=0 \text { corresponds to } R_{s}=Z_{c}, r_{2}=0 \text { corresponds to } R_{a}=Z_{c}
$$

Figure 2.21: Matching of an antenna and a generator (or receiver) to the transmission line in between them.
as $20 \log (|r|)$ in dB . The inverse of the reflection coefficient is called the return loss being $-20 \log (|r|)$ in dB.

### 2.6.2 Impedance matching to transmission line

Most often we wish to design an antenna with small reflection coefficient, in order to avoid standing waves on the transmission line (Fig. 2.21). Such standing waves increase the ohmic losses on the transmission line because the wave propagates the same distance several times. Also, reflections on the line reduce the bandwidth. The signal generator may also get overheated as a result of mismatch because the power dissipated in the source resistance $R_{s}$ will increase. Ideally we want $r=0$, which we refer to as the antenna being impedance matched to the characteristic impedance of the transmission line. This appears when

$$
\begin{equation*}
R_{a}=Z_{c} \quad \text { and } \quad X_{a}=0 \tag{2.127}
\end{equation*}
$$

or equivalently, when

$$
\begin{equation*}
G_{a}=1 / Z_{c} \quad \text { and } \quad B_{a}=0 \tag{2.128}
\end{equation*}
$$

### 2.6.3 Receiving antenna

The equivalent circuit of an antenna in the receiving mode is shown in Fig. 2.22. The antenna is the same as the one in Fig. 2.20 and is modeled either by its Thevenin (or Norton) equivalent circuit. The source impedance $Z_{a}$ (admittance $Y_{a}$ ) is equal to the radiation impedance (admittance) for the transmitting mode, and the equivalent source voltage $V_{\text {ar }}$ (current $I_{\text {ar }}$ ) is proportional to the amplitude of the incoming wave.

We use the Thevenin equivalent when the expression for the far-field function $\mathbf{G}(\hat{\mathbf{r}})$ is proportional to the excitation current $I_{\mathrm{at}}$ in the transmitting mode. Then, the induced voltage in the equivalent circuit for the receive case is

$$
\begin{equation*}
V_{\mathrm{ar}}=-\frac{2 j \lambda}{\eta I_{\mathrm{at}}} \mathbf{G}(\hat{\mathbf{r}}) \cdot \mathbf{E}_{0} \tag{2.129}
\end{equation*}
$$



Figure 2.22: Block diagram, Thevenin and Norton equivalents of the antenna in Fig. 2.20 when it is used as receiving antenna.
where $\eta=377 \Omega \approx 120 \pi \Omega$ is the free space wave impedance. $\mathbf{E}_{0}$ is the electric field vector of an incident plane wave propagating in the direction $-\hat{\mathbf{r}}$. In fact, $\mathbf{E}_{0}$ must be the complex vector of this wave at the location of the phase reference point of $\mathbf{G}(\hat{\mathbf{r}})$.

We use the Norton equivalent when the expression for the far-field function $\mathbf{G}(\hat{\mathbf{r}})$ is proportional to the excitation voltage $V_{\mathrm{at}}$ in the transmitting mode. The induced current in the equivalent circuit for the receive case is

$$
\begin{equation*}
I_{\mathrm{ar}}=-\frac{2 j \lambda}{\eta V_{\mathrm{at}}} \mathbf{G}(\hat{\mathbf{r}}) \cdot \mathbf{E}_{0} \tag{2.130}
\end{equation*}
$$

where $\eta$ and $\mathbf{E}_{0}$ is the same as in (2.129).
We have here not derived the expressions in (2.129) and (2.130). This can be done by assuming that $\mathbf{E}_{0}$ is produced by an incremental dipole in infinity and using the reciprocity relation between the reactions between this dipole and the excitations of the antenna ${ }^{23}$.

### 2.6.4 Conjugate impedance matching

Absorbed power in the load $Z_{L}=R_{L}+j X_{L}$ or $Y_{L}=G_{L}+j B_{L}$ is referred to as received power. There will also be power dissipated in the radiation resistance of the receiving antenna. This power corresponds to the power that is radiated by the currents that the incident wave induces on the antenna. The antenna is also in this case matched to the transmission line if (2.127) or (2.128) is satisfied. We normally also require that the receiver load satisfies

[^17]$R_{L}=Z_{c}$ and $X_{L}=0$ to match the load to the transmission line. If so, the powers dissipated in $R_{a}$ and $R_{L}$ are equal.

If the transmission line is short, or if the receiver is connected directly to the antenna port, we may use conjugate matching of the load to the antenna. Then, we choose the load impedance in such a way that

$$
\begin{equation*}
Z_{L t}=Z_{a}^{*}, \quad \text { i.e., } \quad R_{L t}=R_{a}, \quad \text { and } \quad X_{L t}=-X_{a} \tag{2.131}
\end{equation*}
$$

where $Z_{L t}=R_{L t}+j X_{L t}$ is the load impedance transformed through the transmission line to the antenna port. This load maximizes the power transferred to the load for a given $Z_{a}$ and a given power density of the incident wave. The principle of conjugate matching is known from circuit theory.

### 2.6.5 Impedance and reflection coefficient transformations

When analyzing an equivalent circuit such as that in Fig. 2.21, we need to know how to transform reflection coefficients and impedances along transmission lines. These formulas can be found in the textbooks on transmission line theory, but we will include them here for the sake of completeness. The reflection coefficient $r_{2}$ in Fig. 2.21 is expressed in terms of the antenna impedance $Z_{a}$ and the characteristic impedance $Z_{c}$ of the transmission line as

$$
\begin{equation*}
r_{2}=\frac{Z_{a}-Z_{c}}{Z_{a}+Z_{c}} \tag{2.132}
\end{equation*}
$$

Alternatively, if we know $r_{2}, Z_{a}$ can be found from

$$
\begin{equation*}
Z_{a}=Z_{c}\left(\frac{1+r_{2}}{1-r_{2}}\right) \tag{2.133}
\end{equation*}
$$

The reflection coefficient $r_{2}$ when measured at the input port 1 of the transmission line is

$$
\begin{equation*}
r_{2}(l)=r_{2} e^{-j 2 \beta l} \tag{2.134}
\end{equation*}
$$

where $\beta$ is the propagation constant on the transmission line and $l$ is its length. The impedance seen at this point is

$$
\begin{equation*}
Z_{a}(l)=Z_{c}\left(\frac{1+r_{2}(l)}{1-r_{2}(l)}\right) \tag{2.135}
\end{equation*}
$$

This can also be expressed as

$$
\begin{equation*}
Z_{a}(l)=\left(\frac{Z_{a}+j Z_{c} \tan \beta l}{Z_{c}+j Z_{a} \tan \beta l}\right) Z_{c} \tag{2.136}
\end{equation*}
$$

The corresponding formulas for the admittances are

$$
\begin{equation*}
Y_{a}(l)=Y_{c}\left(\frac{1+r_{a}(l)}{1-r_{a}(l)}\right)=\left(\frac{Y_{a}+j Y_{c} \tan \beta l}{Y_{c}+j Y_{a} \tan \beta l}\right) Y_{c} . \tag{2.137}
\end{equation*}
$$



Figure 2.23: Examples of small reflections $r_{1}$ and $r_{2}$ on a transmission line, for a plane wave incident on a dielectric plate, and at the terminal of a feed for a parabolic reflector.

### 2.7 Periodic reflection coefficients $r(f)$

An important part of the process of designing an antenna is to match its impedance to the transmission line connected to its port. This ensures that the power of the signal entering from the transmission line is accepted by the antenna and not reflected back. The impedance matching may be done numerically, but very often an additional experimental tuning in a measurement setup is needed. In both cases it will be helpful to know how different reflections interfere. This can help in sorting out the location of a reflection. The interference between reflections can be treated approximately in a simple manner which is well suited for estimations by using the theory of small reflections, as described below.

Consider the transmission of a wave inside a transmission line or in free space. At two positions $z_{1}$ and $z_{2}$ along the transmission line there are some small reflections $r_{1}$ and $r_{2}$, respectively (Fig. 2.23). This may be for instance a wave inside a coaxial line which has a non-ideal connector at one end, $z_{1}$. At the other end, $z_{2}$, it is connected to the input port of a monopole antenna. It can also be a wave between the port of a small feed horn at $z_{1}$ and a parabolic reflector at $z_{2}$, in which part of the reflected wave from the paraboloid is received by the feed horn giving rise to the reflection $r_{2}$. It may also be a plane wave incident normally on a dielectric sheet, in which case the reflection $r_{1}$ appears from the front side of the sheet and $r_{2}=-r_{1}$ from the rear side.

For an accurate analysis of the interference between two reflections we need to use the impedance transformation formulas in Section 2.6.5. When the reflections are small, typically $\left|r_{1}\right|<0.2$ and $\left|r_{2}\right|<0.2$, we can find the total reflection $r$ by using the approximate formula

$$
\begin{equation*}
|r|=\left|r_{1}+r_{2} e^{-j 2 \beta\left(z_{2}-z_{1}\right)}\right| \tag{2.138}
\end{equation*}
$$

where $\beta$ is the propagation constant on the transmission line between $z_{2}$ and $z_{1}$. This formula is very convenient for quick calculations by hand, and it is easily interpreted. The absolute


Figure 2.24: ${ }^{*}$ Example of interference between two reflections separated by $\Delta z=z_{2}-z_{1}=30 \mathrm{~cm}$ when $\left|r_{1}\right|$ is -17 dB for different levels of $\left|r_{2}\right|$.
value of $r$ is a periodic function which varies with frequency, because

$$
\beta=2 \pi / \lambda=2 \pi f / c,
$$

with $c$ the phase velocity of the wave on the transmission line between $z_{1}$ and $z_{2}$. Note that, for simplicity we consider a nondispersive transmission line with $\beta$ proportional to $f$.

The frequency difference $\Delta f=f_{2}-f_{1}$ between two interference maxima (or minima) of $|r|$ in (2.138) is found by letting the phase term change by $2 \pi$, i.e.,

$$
2 \beta_{2}\left(z_{2}-z_{1}\right)-2 \beta_{1}\left(z_{2}-z_{1}\right)=2 \pi, \quad \beta_{2}-\beta_{1}=\frac{\pi}{\left(z_{2}-z_{1}\right)}
$$

which gives

$$
\Delta f=f_{2}-f_{1}=\frac{c}{2\left(z_{2}-z_{1}\right)} .
$$

The formula for $\Delta f$ is the same as that of calculating the frequency when the wavelength is $2\left(z_{2}-z_{1}\right)$. The maximum value of $|r|$ is $\left|r_{1}\right|+\left|r_{2}\right|$, and the minimum is $\left|r_{1}\right|-\left|r_{2}\right|$. The VSWR is

$$
\mathrm{VSWR}=\frac{1+|r|}{1-|r|} \approx 1+2|r|
$$

where the approximation is valid for $|r|<0.1$.
Fig. 2.24 shows $|r|$ in dB when it is calculated by the exact transmission line formulas for $r_{1}=0.2$ (i.e., -17 dB ) and different $r_{2}$ with $z_{2}-z_{1}=10 \mathrm{~cm}$. The agreement with the above approximate formulas for small reflections is very good. ${ }^{\star 24}$
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Figure 2.25: Illustration of multi-port array antenna with element ports and beam ports.

### 2.8 Equivalent circuits of multi-port array antennas

Array antennas have more than one radiating element. Then, the element ports may be combined to one or more beam ports via a power divider network for the transmitting case or a power combination network for the receiving case ${ }^{25}$. The power combiner/divider networks can be used to generate multiple beams excited via the beam ports. If the element ports are combined to only one port, the antenna may be characterized on this port as a single-port antenna.

In a multi-port antenna there will generally be mutual coupling between the ports, meaning that if we excite one port with a voltage we will be able to measure an induced voltage at the other ports. This mutual coupling can be characterized by mutual impedances $Z$, mutual admittances, $Y$, or so-called scattering parameters, $S$. The scattering parameters are defined as the ratio between the incoming and reflected waves in a transmission line connected to the ports, and they are commonly referred to as S-parameters.

The equivalent circuits and definitions of $Z$ - and S-parameters of a two port antenna are given in Appendix F.

### 2.9 Further reading

Several system aspects of antennas are described in various chapters in the classic radar book by Skolnik [4]. See also the reference list to Chapter 1.

### 2.10 Complementary comments by S. Maci

The far-field definition is usually adopted for antennas with $D>2 \lambda$. For smaller antennas the distinction between reactive near-field distance and far-field distance loose meaning. It is indeed more appropriate defining the far-field distance by the factorization of the field in (2.39), namely when the field can be seen as the product between $e^{-j k r} / r$ and a function depending only on $\theta$ and $\varphi$. For small antennas the far field distance can be defined by looking at where the quadrupole moment contribution becomes negligible [5], or equivalently as discussed in Section 4.2.1 of this book, when the higher order terms of the $1 / k r$ expansion

[^19]of the field from the incremental current sources become negligible. In [6] it is suggested to use the practical rules $R_{\mathrm{far}}=\lambda$ for $D<\lambda / 4$, i.e., small antennas, which agrees with the approximations in Section 4.2.1.

The far-field function $\mathbf{G}(\hat{\mathbf{r}})$ defined in (2.39) in this book may have other names in other textbooks, and many authors prefers to normalizing it like $\mathbf{f}(\hat{\mathbf{r}})=\mathbf{G}(\hat{\mathbf{r}}) /|\mathbf{G}(\hat{\mathbf{r}})|_{\max }$. Stutzman and Thiele [7] call it a normalized far-field pattern, and Franceschetti calls it a radiation vector $[8]$. The power integral $P$ defined in (2.65), normalized with respect to the maximum vector function value $|\mathbf{G}(\hat{\mathbf{r}})|_{\max }^{2}$ is sometimes called the beam solid angle; i.e., $\Omega=P /|\mathbf{G}(\hat{\mathbf{r}})|_{\max }^{2}$ (e.g., [5, page 35] or [9, page 45]). This quantity is interpreted as the solid angle of an equivalent antenna having uniform radiation intensity $|\mathbf{G}(\hat{\mathbf{r}})|_{\text {max }}^{2}$ in any direction inside $\Omega$ and zero elsewhere, and radiating the total power of the true antenna. The beam solid angle is related to the maximum directivity by $D_{0}=4 \pi / \Omega$. For antennas with directivity larger than 20 dB , the beam solid angle is approximately equal to the product of the 3 dB beam angle $\theta_{3 \mathrm{~dB}}^{(E)}$ and $\theta_{3 \mathrm{~dB}}^{(H)}$ in the two principal planes, when these are expressed in radians; i.e.,

$$
\Omega \approx \theta_{3 \mathrm{~dB}}^{(E)} \theta_{3 \mathrm{~dB}}^{(H)}
$$

This gives the relation

$$
\theta_{3 \mathrm{~dB}}^{(E)} \theta_{3 \mathrm{~dB}}^{(H)} \approx 4 \pi / D_{0}
$$

between the 3 dB beam angles and directivity $D_{0}[9$, page 46]. This expression is less accurate than the ones derived in Sections 2.4.4-2.4.6, but its simplicity allows for a fast estimate of the 3 dB angles in directive antennas.

Whenever it is possible to define a current $I_{\mathrm{at}}$ at the antenna terminals, some authors, (i.e., [10]) define an effective vector height $\mathbf{h}_{t}(\hat{\mathbf{r}})$ for the transmitting mode by

$$
\mathbf{E}(\hat{\mathbf{r}})=j k \eta \frac{e^{-j k r}}{4 \pi r} I_{\mathrm{at}} \mathbf{h}_{t}(\hat{\mathbf{r}})
$$

This definition originates from the far-field radiated by an elementary dipole. In fact, for an elementary dipole $\mathbf{h}_{t}(\hat{\mathbf{r}})=\Delta z \hat{\boldsymbol{\theta}} \sin \theta$. According to the notation followed in the present book, we have $\mathbf{h}_{t}(\hat{\mathbf{r}})=\frac{4 \pi}{I_{0} j k \eta} \mathbf{G}_{t}(\hat{\mathbf{r}})$. In the receiving mode, it is possible to define an effective vector height for the receiving mode, by the relationship $\mathbf{h}_{r}(\hat{\mathbf{r}}) \cdot \mathbf{E}_{0}=V_{\mathrm{ar}}$, where $V_{\mathrm{ar}}$ is the voltage of the Thevenin equivalent circuit in Fig. 2.22. Following this definition, the antenna reciprocity can be expressed as $\mathbf{h}_{t}(\hat{\mathbf{r}})=\mathbf{h}_{r}(\hat{\mathbf{r}})$, namely by requiring that the effective vector height for the transmitting mode is identical to the one for receiving mode.

### 2.11 Exercises

## 1. Polarization and dB :

a) The axial ratio of a circularly polarized wave is 1 dB . Find the relative cross-polar level and the polarization efficiency.
b) A desired linearly polarized wave has an axial ratio of 20 dB . Find the relative cross-polar level and the polarization efficiency.
c) Consider a desired linear $x$-polarization. The wave is elliptically polarized with 20 dB axial ratio. However, the major axis of the polarization ellipse makes an angle of $20^{\circ}$ with the $x$-axis. What is now the relative cross-polar level and the polarization efficiency? How much do the cross-polar level and the polarization efficiency improve if we tilt the desired polarization in a way that it becomes aligned with the major axis of the polarization ellipse?
d) Consider an elliptically polarized wave with 3 dB axial ratio. Find the relative cross-polar level and the polarization efficiency when we consider the desired polarization to be the best linear. Compare the values with those we obtain when the desired polarization is the best circular.
2. Polarization: For a circular polarization excitation, make a Matlab program which calculates the relative cross-polar level caused by simultaneous amplitude and phase errors. Present the results in a contour plot with amplitude and phase as variables. Start with the existing Matlab document for Fig. 2.3.
3. Phase center: Derive Eq. (2.63) for the phase center location of a symmetrical radiation pattern.
4. Phase center: The table below shows a measured phase pattern.

| $\boldsymbol{\theta}$ | $0^{\circ}$ | $\pm 10^{\circ}$ | $\pm 20^{\circ}$ | $\pm 30^{\circ}$ | $\pm 40^{\circ}$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| Phase | $95^{\circ}$ | $105^{\circ}$ | $140^{\circ}$ | $-175^{\circ}$ | $-90^{\circ}$ |

a) Calculate the phase center location within the $\pm 20^{\circ}$ sector. Calculate the phases for all angles when the phase reference point is moved to this phase center.
b) Calculate the phase center location within the $\pm 30^{\circ}$ sector. Calculate the phases for all angles when the phase reference point is moved to this phase center.
5. Polarizer and noise temperature: Consider the example in Subsection 2.2.6 on the mismatch in the polarizer. Assume that port 2 is terminated by $50 \Omega$ and that the impedances on ports 3 and 4 are $75 \Omega$.
a) How large is the contribution to the system noise temperature due to the mismatch on ports 3 and 4 when the antenna noise temperature is 40 K ?
b) Assume that we locate the termination on port 2 inside a cold box with temperature 20 K . How large is now the contribution to the system noise temperature due to the mismatch on ports 3 and 4? What is the axial ratio of the polarization ellipse due to the same mismatch?
c) Assume that port 2 is terminated by a $75 \Omega$ load in room temperature. What is now the contribution to the system noise temperature and what is the axial ratio of the polarization ellipse?
6. Directivity and phase reference point: Consider a hypothetical omnidirectional antenna with constant phase, i.e.,

$$
\mathbf{G}(\theta, \varphi)=\text { const. }(\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}})
$$

a) What is the polarization of this antenna along the $z$-axis?
b) Find the phase patterns in the E- and H-planes if the phase reference point is moved to $z=0.5 \lambda$. Sketch it.
c) Find the phase patterns in the E- and H-planes if the phase reference point is moved to $x=0.5 \lambda$. Sketch it.
d) Find the directivity of the omnidirectional source. Does it depend on the location of the phase reference points.
e) Find the cross-polarization in the above three cases.
f) Find the directivity when the antenna only radiates into the upper hemisphere, i.e.,

$$
\mathbf{G}(\theta, \varphi)=0 \quad \text { for } \pi / 2<\theta<\pi
$$

7. Fraunhofer approximation: Derive the condition for which the Fraunhofer approximation is valid in Section 2.3 .4 by assuming that $\mathbf{r}_{0}=x_{0} \hat{\mathbf{x}}$ and $\mathbf{r}=r \hat{\mathbf{z}}$, and expanding $r^{\prime}=\left|\mathbf{r}-\mathbf{r}_{0}\right|$ in a power series for small $x_{0}$. What is the maximum phase error due to the approximation when $r^{\prime}=x_{0}^{2} / \lambda$ and $r^{\prime}=2 x_{0}^{2} / \lambda$ ? The largest phase error appears always in the direction where $\hat{\mathbf{r}} \perp \mathbf{r}_{0}$.
8. $\mathbf{B O R}_{1}$ antenna: Consider a $\mathrm{BOR}_{1}$ antenna with a 3 dB half-beamwidth of $15^{\circ}$ in both Eand H-planes.
a) Find the directivity from the approximate $\cos ^{n}(\theta / 2)$ formulas.

The mechanical design of the antenna is modified and cause the following changes of the radiation pattern in E-plane: the 3 dB half-beamwidth increases to $17^{\circ}$ and sidelobes which are -25 dB less than the main beam maximum, appear between $\theta=60^{\circ}$ and $\theta=110^{\circ}$. The pattern does not change in H-plane. There is no change in the phase patterns.
b) Find the new directivity by using the formulas in the examples in Subsection 2.4.4 and 2.4.5.
c) Find the largest value of the relative cross-polar level at $\theta=15^{\circ}$. In which $\varphi$-plane does it appear?
9. $\mathbf{B O R}_{1}$ antenna: We excite the unmodified $\mathrm{BOR}_{1}$ antenna in exercise 8 for circular polarization with an axial ratio of 1 dB on axis.
a) Find the polarization efficiency in dB.
b) What is the largest value of the relative cross-polar level within the main beam?
10. $\mathbf{B O R}_{1}$ antenna: If there are phase differences in the E- and H-planes, they can be included in the approximate theoretical far-field function in the following way,

$$
\mathbf{G}(\theta, \varphi)=\cos ^{n}(\theta / 2)\left(e^{-j k \Delta(\cos \theta-1)} \sin \varphi \hat{\boldsymbol{\theta}}+e^{j k \Delta(\cos \theta-1)} \cos \varphi \hat{\boldsymbol{\varphi}}\right)
$$

where $\Delta$ is adjusted to account for the actual measured phase difference at the $\theta$-value for which the beam pattern is 10 dB down.
a) Derive a formula to calculate $\Delta$ from this phase difference. Where are the phase center locations of the E- and H-plane patterns?
b) Derive the co- and cross-polar radiation patterns in the $45^{\circ}$-plane. Simplify the formula for the cross-polar field by expanding the resulting equation for small $\Delta$. Sketch the patterns. What is the level of the cross-polar sidelobe when $\Delta=\lambda / 4$ and the 10 dB widths of the Eand H-plane patterns are $60^{\circ}$ ?
c) Assume that we excite the antenna for circular polarization. Where is the phase center of the co-polar pattern? What are now the cross-polar patterns in the $0^{\circ}$ - and $90^{\circ}$-planes? Sketch them.
11. Conjugate matching: Derive the conjugate matching condition in (2.131) by using the equivalent circuit in Fig. 2.22b and by maximizing the power delivered to the load for a given radiation impedance $Z_{a}$.
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## Chapter 3

## Characterization in multipath

Mobile wireless terminals such as handset or phones are subject to strong fading due to multipath propagation. This is true in particular when they are used in urban and indoor environments. Then, the performance can be significantly improved by making use of antenna diversity. This means that the signals on two antennas (with different positions, polarizations or radiation patterns) are combined in a way that there are shallower fading minima in the combined signal than either of the contributing signals. Thereby, the Signal-to-Noise Ratio (SNR) in the fading dips will be better, so that the fading margins in the system link budget can be reduced. The increased SNR will also allow the capacity of the communication channel to be increased by using a higher order modulation, if the system allows this. In addition, if we have several antennas on both the transmitting and the receiving sides, we can establish several communication channels (referred to as bitstreams) through the multipath environment. This allows for even larger capacity increase. Such systems are often referred to as Multiple Input Multiple Output (MIMO) systems. The present chapter describes how to characterize both single-port and multi-port antennas for use in multipath and in particular for achieving diversity and MIMO performance.

The so-called reverberation chamber [1] has since the nineteen-eighties been used for EMC testing of radiated emissions and immunity. It is a metal cavity that is sufficiently large to support many resonant modes at the frequency of operation. It contains some proper tools to stir the modes so that statistical field variations appear. It has been shown that the reverberation chamber represents a multipath environment of a similar type that we find in urban and indoor environments. And, since year 2000, its application has been extended to characterize antennas and terminals designed for use in multipath environments. Therefore, this chapter also describe how reverberation chambers work and how they can be used to measure performance of antennas and active terminals, in particular when used with diversity and MIMO capability.

### 3.1 Multipath without Line-of-Sight (LOS)

Traditionally, antennas were designed for use in environments where there is a Line-of-Sight (LOS) between the two sides of the communication link. Therefore, antennas were charac-
terized equivalently, by measurements in anechoic chambers. Still, there may be additional wave paths between the transmitting and receiving sides. For instance, large smooth objects located outside the LOS cause reflection, edges of large objects cause diffraction, and small or irregular objects cause scattering of the waves originating from the transmitting antenna. The wave contributions via these paths will add at the receiving side. They have independent complex amplitudes (i.e., amplitudes and phases), so that they may add up constructively or destructively, or something between these two extremes. In addition, the wave paths and their complex amplitudes change fast with time, due to the moving of the terminal or objects of the environment. Thus, large signal variations will be present at the receiver as a function of time, referred to as fading. The largest signal variations appear when the LOS is blocked. This type of fading is commonly referred to as small scale fading. In contrast, LOS signal variations appearing only due to variations in distance from the transmitting antenna or due to shadowing is referred to as large-scale fading, see [2, Sections $2 \& 4]$.

### 3.1.1 Rayleigh fading and CDF

At the receiving side the multipath environment can be characterized by several independent incoming plane waves. The independency means that their amplitudes, phases and polarizations as well as the Angles of Arrival ( $A o A$ ) are statistically arbitrary relative to each other. If the LOS is absent, and if the number of incoming waves is large enough (typically a few hundred), or if we move the antenna around in a less rich environment, the in-phase and quadrature components of the received complex signal become normally distributed, i.e., a complex Gaussian distribution. This corresponds to a Rayleigh distribution of the signal magnitudes, and an exponential distribution of the power. The phase is uniformly distributed over $2 \pi$. The complex Gaussian distribution is a direct result of the central limit theorem.

The left graph in Fig. $3.1^{1}$ shows an example of a Rayleigh fading signal. We see that the signal varies by more than 25 dB . The Rayleigh fading is most conveniently illustrated by the Cumulative probability Distribution Function (CDF), showing the cumulative probability of signal amplitudes in dB , which is shown in the right graph in Fig. 3.1. In this figure the reference level for the dB values is obtained as the sum of the received powers of all the samples divided by the number of samples, i.e., the average received power. We see that there is a probability of $0.1 \%$ of having deeper dips than -30 dB , and of $1 \%$ of having deeper dips than -20 dB , and of $10 \%$ of having deeper dips than -10 dB . These values are descriptive for the Rayleigh distribution and very easy to remember.

### 3.1.2 Angle of Arrival (AoA), XPD and polarization imbalance

The arriving waves may have a certain AoA distribution in the elevation and azimuth planes. It is natural to assume that the mobile terminal can be oriented arbitrarily relative to directions in the horizontal plane, which means that the azimuth angle is uniformly distributed. The terminals may under normal use have a certain preferred (or most probable) orientation relative to the vertical axis, and common environments (in particular outdoor) have larger probability of waves coming in from close-to-horizontal directions than close-to-vertical.
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Figure 3.1: ${ }^{\star}$ Example of a fading signal (left) and its CDF (right). The signal levels are presented in dB after being normalized to the time averaged power.

Therefore, we may need an elevation distribution function to describe real multipath environments. Real environments normally also have a larger content of vertical polarization than horizontal, because most base stations are vertically polarized. This is in propagation literature characterized by a Cross-polar Power Discrimination (XPD) [3]. We here instead refer to this as a polarization imbalance in the environment, as it represents a deterioration of the isotropic reference environment defined later. Both the AoA distribution and XPD are different in different real-life environments. This is problematic because the performance of the antennas and wireless terminals then depend on where they are used or measured. So the results of measurements in one environment cannot directly be transferred to another. Therefore, it is convenient to define a reference environment, which can easily be reproduced in practice, giving repeatable results for the performance. The rich isotropic multipath environment has this characteristic, being a result of polarization balance and a uniform AoA distribution over the whole sphere.

### 3.1.3 Rich Isotropic Multipath (RIMP)

As explained above it is desirable to have a rich isotropic reference environment with polarization balance and a uniform distribution of AoA in both azimuth and elevation. The latter means an environment in which all AoAs over the whole unit sphere are equally probable. This simplifies the characterization of antennas and terminals in the sense that the performance becomes independent of the orientation of the antenna in the environment. The reverberation chamber emulates such a rich isotropic multipath (RIMP) environment, provided it is large enough. This reference environment has no true counterpart in reality, but it is still quite representative as any environment appears isotropic if the terminal is used with arbitrary orientations in the environment. It is here important to point out that normally an antenna is not located symmetrically on the phone. Therefore, the phone has different orientations in the environment when used in talk positions on the left and right sides of the head. This is because opposite sidewalls of the phone point upwards for these two talk positions. A rich environment means that typically at least 20 waves are present instantaneously.

The RIMP environment will produce independent and identically distributed (i.i.d.) channels if the multi-port antennas being considered have uncoupled ports with the same total radiation efficiency. The i.i.d. case is a well-established reference case in theoretical works on communication systems and propagation.

### 3.2 Characterization of single-port antennas in RIMP

### 3.2.1 Antenna impedance, port impedance and reflection coefficient

All antennas are characterized by their far-field function ${ }^{2} \mathbf{G}(\theta, \varphi)$ and antenna impedance ${ }^{3} Z_{a}$. The far-field function can be used to plot the co-and cross-polar radiation patterns and to find traditional pure LOS quantities such as directivity and sidelobe levels. For antennas operating in a RIMP environment the shape of the far-field function does not play any significant role, in particular not for single antenna systems. In multi-port antennas it has some significance as it determines the correlation between the received signals on the ports.

In order to connect to other components like receivers and transmitters the antenna must have a well-defined port, often in the form of a transmission line or a connector for a transmission line. The characteristic impedance $Z_{c}$ of this transmission line defines the port impedance, normally $50 \Omega$. When the port impedance is known, the antenna impedance can be transformed to a complex reflection coefficient $r$ on the transmission line, where ${ }^{4}$

$$
\begin{equation*}
r=\left(Z_{a}-Z_{c}\right) /\left(Z_{a}+Z_{c}\right) . \tag{3.1}
\end{equation*}
$$

In an S-parameter representation of the antenna, $r=S_{11}$.

### 3.2.2 Mean Effective Gain (MEG) and Directivity (MED)

Antennas in fading environments are sometimes characterized by the so-called Mean Effective Gain (MEG), the formula of which is given in [3] and [4]. This can be calculated from the far-field function of the antenna, and it is a function of the orientation of the antenna, its polarization, and the azimuth and elevation distributions of the AoA in the environment, as well as the XPD of the environment. For the RIMP environment the MEG becomes equal to half the classical total radiation efficiency $e_{\text {rad }}$, i.e.,

$$
\begin{equation*}
\mathrm{MEG}=e_{\mathrm{rad}} / 2 \tag{3.2}
\end{equation*}
$$

Generally, the MEG of an antenna in an arbitrary environment can be decomposed in two factors: the classical total radiation efficiency and the mean effective directivity (MED), i.e.,

$$
\begin{equation*}
\mathrm{MEG}=\mathrm{MED} \cdot e_{\mathrm{rad}} . \tag{3.3}
\end{equation*}
$$

In this way the MED solely contains the effects of the environment and the shape of the radiation pattern, whereas the radiation efficiency contains the effects of losses and impedance

[^21]mismatch. The formula for MED is the same as for MEG, but the "realized gain" far-field functions in the formula for MEG must be replaced by the "directive gain" far-field functions in the formula for MED ${ }^{5}$. Therefore, the ratio between MEG and MED becomes the same as between the classical realized and directive gains for LOS systems, i.e., the total radiation efficiency. The total radiation efficiency can be measured in a reverberation chamber. We will not give the formulas for the MEG and MED here, because we have limited our considerations to the RIMP environments as explained before. The MEG is discussed in detail in [40].

### 3.2.3 Total radiation efficiency and transmission formula

From the previous subsections we can state that for antennas in RIMP environment the performance is determined only by the total radiation efficiency, and not by the shape of the radiation pattern and the realized gain. The total radiation efficiency includes both the radiation efficiency due to absorption (ohmic losses) in the antenna, and the mismatch factor ${ }^{6}$.

This means that the average transferred power between two antennas, when both of them are located in RIMP, is proportional to the product of the radiation efficiencies of both of them, whereas in free space it is proportional to the product of their realized gains ${ }^{7}$. The attenuation in multipath environment is also much larger than in free space.

Often, the base station antenna is located above the scattering environment, and the terminal is located inside the multipath environment. Then, the average power transfer function will be proportional to the realized gain of the base station antenna, and to the total radiation efficiency of the terminal.

### 3.3 Characterization of multi-port antennas in RIMP

In LOS systems we can increase the signal to noise ratio by increasing the directivity of the antennas, because the received signal increases with the gains of both the transmitting and receiving antennas. However, in the previous section we have explained that antennas in RIMP environments do not improve performance by increasing directivity. Still, we can use several antenna elements to form a diversity or MIMO system. However, to achieve a better performance we must process the received signals, in a dynamic manner.

To realize antenna diversity and MIMO systems we need several antenna elements located together in an array, as illustrated in Fig. 3.2. This is not a classical antenna array in the sense that the elements are combined with specific amplitude and phase relations between them. Therefore, we prefer to call the diversity or MIMO antenna a multi-port antenna rather than an array. To be more precise, each port can be characterized as a single antenna, and the signal inserted (transmitting case) or being present (receiving case) at each port has no prescribed amplitude and phase relation to the signals on the other ports. Instead, the signals are continuously processed in an adaptive way to optimize system performance. The processing is based on first measuring the channel between the transmitting and receiving
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Figure 3.2: Definition of MIMO system with multi-port antennas on both the transmitting and receiving sides. There are in total $N_{r} \times N_{t}$ channels through the environment, each one defined between one input port of the transmitting antenna and one output port of the receiving antenna.
antenna ports. This corresponds to as full calibration of the communication link from one port of the transmitting antenna to a port on the receiving antenna, including the environment. It is commonly referred to as channel estimation, and is done continuously to account for all variations of the environment.

### 3.3.1 Definition of channel

In communication and propagation literature the term channel is used to denote the complex signal amplitude received at a specific port of a receiving antenna relative to the signal inserted at a specific port of the transmitting antenna. Thus, there are $N_{r} \times N_{t}$ channels if the transmitting antenna has $N_{t}$ ports and the receiving antenna has $N_{r}$ ports. This means that the channels represent the S-parameters between the ports of the transmitting and receiving antennas. Thus, the propagation channel is defined with the antennas included.

Classical single-beam array antennas for LOS systems have one port. They are characterized by their far-field functions and antenna impedances in the same way as other single-port antennas. The latter is the impedance seen at the array port when all elements are excited with the amplitude and phase that give the desired shape of the far-field function. The far-field function of a classical array antenna is the product of two factors: the far-field function of a single element and the array factor ${ }^{8}$. There is more about classical arrays in Chapter 10.

In theoretical work on diversity and MIMO systems the element antennas are sometimes treated as being isolated. This means that neighboring elements are ignored (removed) when dealing with each element. However, such analysis must be done with caution because this isolated element approach is not strictly valid when analyzing multi-port antennas. It only gives correct results if the ports are completely uncoupled, which they rarely will be in reality,

[^23]except for two-port antennas with orthogonal polarizations on the two ports. The correct analysis is done by using the embedded element approach as described below ${ }^{9}$.

### 3.3.2 Embedded elements

The embedded element approach has also its background in classical array analysis. However, compared to the isolated element approach it is regarded as an advanced topic. Thus, it is rarely covered in introductory antenna courses. The embedded element approach considers the far-field of each single array element when all the other elements are present, but they are not excited, rather terminated with their port impedances. The far-fields of such embedded elements are sometimes called active element patterns, a terminology introduced already in [5], but they are now more commonly (and descriptively) referred to as embedded element far-field functions, a term used already in [6].
The excited antenna element induces radiating currents on the terminated non-excited elements. Therefore, the far-field function of the embedded element may be very different from that of the isolated element, in particular if the elements are closely spaced with large mutual coupling. The far-field functions of the embedded elements are used to describe blindness in classical arrays, whereas in MIMO and diversity antennas they play a more significant role.

In a multipath environment the received signals on every port are detected and digitalized independently of each other and thereafter they are combined dependent on the channel estimates. Therefore, each port receives signals through their embedded far-field functions. There may also be multi-port processing on the transmitting side. Then, we need to use embedded element patterns in the transmitting mode analysis as well. In this way, the radiation efficiency at each port as well as the correlation between their signals, are determined by their corresponding embedded far-field functions. Both these quantities (radiation efficiency and correlation) are needed in order to quantify performance of diversity and MIMO antenna systems. Such analysis in terms of far-field functions of embedded elements was introduced in [7] and [8] based on the analysis of antenna diversity in [9].

The far-field functions of embedded elements can be computed by most commercial computer programs for antenna analysis, by exciting one port and terminating all non-excited ports with their port impedances (normally $50 \Omega$ ). The embedded element patterns can also be measured in anechoic chambers. However, it is also possible to characterize diversity and MIMO antennas in RIMP without knowing the embedded element patterns explicitly. For example, the reverberation chamber provides a way of measuring radiation efficiency and correlation without going via the embedded element patterns ${ }^{10}$.

### 3.3.3 Embedded radiation efficiency and decoupling efficiency

We will now explain how to calculate the total radiation efficiency of an element in a multiport antenna. Fig. 3.3 illustrates a diversity antenna consisting of two dipoles connected to their receivers/transmitters. This means that we have assumed that antenna diversity is implemented. This configuration was analyzed in [6] by using a classical semi-analytical
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Figure 3.3: llustration of diversity antenna consisting of two parallel dipoles. There are receivers and/or transmitters at each of the two dipole ports.
approach represented by the equivalent circuit in the upper part of Fig. 3.4. The approach in [6] is generally applicable to any two-port antenna consisting of single-mode radiating elements, such as dipoles, slots and to some extent patches. The most accurate will always be to perform a complete numerical computation using an electromagnetic solver of any kind. Then, there is no restriction to the elements being single-mode. The general form of the equivalent circuit is shown in the lower part of Fig. 3.4. This latter equivalent circuit is too simple to show the induced currents, so it cannot be used to calculate or understand why the far-field function is different from that of an isolated antenna element. This general simplified equivalent circuit is simply an illustration of the result of a numerical calculation of $Z_{a}$ and $\mathbf{G}(\theta, \varphi)^{11}$, which is a one-port equivalent circuit. The equivalent circuit will look the same at port 2 , but it will generally have different $\mathbf{G}(\theta, \varphi)$ and $Z_{a}$.

If the diversity antenna itself consists of materials with very small or no losses, the only contributions to the total radiation efficiency of the embedded element will be the absorption in the termination on port 2, and the reflections on the excited port 1. Using the upper equivalent circuit in Fig. 3.4, the input impedance of the embedded element is

$$
\begin{equation*}
Z_{a}=Z_{11}+\frac{Z_{12} I_{2}}{I_{1}}=Z_{11}-\frac{Z_{12}^{2}}{Z_{22}+Z_{c}}, \tag{3.4}
\end{equation*}
$$

where the latter is obtained directly from the right loop of the equivalent circuit. The reflection coefficient $r$ at port 1 and the corresponding mismatch factor $e_{\text {ref }_{1}}$ become

$$
\begin{equation*}
r=\frac{Z_{a}-Z_{c}}{Z_{a}+Z_{c}} \quad \text { and } \quad e_{\mathrm{ref}_{1}}=1-|r|^{2} \tag{3.5}
\end{equation*}
$$

The total power that is accepted by port 1 is found as $P_{\text {acc }}=\Re\left\{Z_{\text {in }}\right\}\left|I_{1}\right|^{2} / 2$. The difference between this and the power $P_{2}=Z_{c}\left|I_{2}\right|^{2} / 2$, absorbed in the load on port 2, is the radiated power $P_{\mathrm{rad}}$, i.e., $P_{\mathrm{rad}}=P_{\text {acc }}-P_{2}$. Finally, the total radiation efficiency at port 1 becomes
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Figure 3.4: Complete equivalent circuit (upper figure) for calculation of the far field function and radiation efficiency of the embedded element 1 of a diversity antenna consisting of two single-mode elements, each with its own port. Port 1 is excited, and port 2 is terminated. $Z_{11}$ and $Z_{22}$ are the impedances of the two isolated element antennas. $Z_{12}=Z_{21}$ is their mutual impedance. $r=S_{11}$ is the complex reflection coefficient on port 1 . The lower figure shows the equivalent circuit of the same two-port antenna as in the upper figure, but on the general Thevenin form for one-port antennas. The port impedances are $Z_{c}=50 \Omega$.


Figure 3.5: Illustration of $N$-port antenna that can be characterized by its S-parameters between all ports.

$$
\begin{equation*}
e_{\mathrm{rad}}=e_{\mathrm{ref}_{1}} e_{\mathrm{abs}} \quad \text { with } \quad e_{\mathrm{abs}}=\frac{P_{\mathrm{rad}}}{P_{\mathrm{acc}}}=1-\frac{Z_{c}\left|I_{2}\right|^{2}}{\Re\left\{Z_{\mathrm{in}}\right\}\left|I_{1}\right|^{2}}, \tag{3.6}
\end{equation*}
$$

where $e_{\text {abs }}$ is the efficiency due to the power dissipated in the load on port 2 . This $e_{a b s}$ is therefore the radiation efficiency of port 1 . This can be expressed much simpler by using the S-parameters between ports 1 and 2, according to

$$
\begin{align*}
& e_{\mathrm{rad}}=1-\left|S_{11}\right|^{2}-\left|S_{21}\right|^{2}, \quad e_{\mathrm{ref}_{1}}=1-\left|S_{11}\right|^{2} \\
& e_{\mathrm{abs}}=\frac{1-\left|S_{11}\right|^{2}-\left|S_{21}\right|^{2}}{1-\left|S_{11}\right|^{2}} \tag{3.7}
\end{align*}
$$

These radiation efficiencies can also be called embedded element efficiencies, reflecting the fact that the port is connected to one element of an array with the other elements present and terminated. The S-parameter expressions can readily be extended to any multi-port antenna, such as that illustrated in Fig. 3.5. The total embedded radiation efficiency of element number $i$ when there are a total of $N$ ports becomes

$$
\begin{equation*}
e_{\mathrm{rad}}=1-\sum_{j=1}^{N}\left|S_{j i}\right|^{2} . \tag{3.8}
\end{equation*}
$$

This total embedded radiation efficiency can also be called a decoupling efficiency. There will be an additional efficiency factor if there are losses in the materials that the antenna is made of. Therefore, (3.8) is only valid as a total radiation efficiency if the antenna is lossless.
Eq. (3.8) also defines a fundamental limitation of elements in classical dense arrays [10]. If the elements are very close (typically closer than 0.5 wavelengths), the mutual couplings cause a severe efficiency reduction of each embedded element. This fundamental limitation causes the directivity of a dense classical array to be smaller than the directivity of each isolated element multiplied with the number of the elements ${ }^{12}$.

The mismatch factor and embedded total radiation efficiency of the two parallel dipoles are plotted together with the S-parameters in Fig. 3.6 as a function of dipole spacing. The Sparameters have been obtained using the formulas for self impedance and mutual impedance between two dipoles given in Chapter 5 and 9, presented in Fig. 5.9 and 10.9 respectively. We see that the efficiency degrades severely when the dipoles approach each other.
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Figure 3.6: *S-parameters of two parallel halfwave dipoles and their embedded total radiation efficiency.

### 3.3.4 Correlation between ports

The fading environment has statistical properties, so we need to characterize the performance in terms of the CDFs of the received signals on the different ports. The most random case is that the received voltages on the ports are completely independent, i.e., uncorrelated. In practice there will be some correlation between them. This is characterized by a complex correlation coefficient $\rho$ defined by ${ }^{13}$

$$
\begin{equation*}
\rho=\frac{\sum V_{1} V_{2}^{*}}{\sqrt{\sum V_{1} V_{1}^{*} \sum V_{2} V_{2}^{*}}} \tag{3.9}
\end{equation*}
$$

where $V_{1}$ and $V_{2}$ are sequences of the samples of simultaneously received voltages of two ports numbered 1 and 2, and the sums are taken over all the samples. Sometimes we have not access to the phases of $V_{1}$ and $V_{2}$. Then, we can evaluate the envelope correlation

$$
\begin{equation*}
\rho_{e}=\frac{\sum\left|V_{1} V_{2}^{*}\right|}{\sqrt{\sum\left|V_{1}\right|^{2} \sum\left|V_{2}\right|^{2}}} \tag{3.10}
\end{equation*}
$$

and it is easy to replace this in the formulas for the diversity gain in Section 3.4.4 by using that for Gaussian variables

$$
\begin{equation*}
|\rho|=\sqrt{\left|\rho_{e}\right|^{2}} \tag{3.11}
\end{equation*}
$$

[^27]Formula 3.9 can readily be transformed to deterministic integrals in terms of the normalized scalar-products between the far-field functions of the two ports, i.e., according to [3],

$$
\begin{equation*}
\rho=\frac{\iint_{4 \pi} \mathbf{G}_{1}(\theta, \varphi) \cdot \mathbf{G}_{2}^{*}(\theta, \varphi) d \Omega}{\sqrt{\iint_{4 \pi} \mathbf{G}_{1}(\theta, \varphi) \cdot \mathbf{G}_{1}^{*}(\theta, \varphi) d \Omega \iint_{4 \pi} \mathbf{G}_{2}(\theta, \varphi) \cdot \mathbf{G}_{2}^{*}(\theta, \varphi) d \Omega}}, \tag{3.12}
\end{equation*}
$$

where $\mathbf{G}_{1}(\theta, \varphi)$ and $\mathbf{G}_{2}(\theta, \varphi)$ are the embedded far-field functions of ports 1 and 2 , respectively. The effect of the correlation on diversity gain is analyzed below and quantified by (3.21). Eq 3.12 is valid between two ports of any antenna in RIMP.

It is also possible to express the same complex correlation coefficient in terms of the Sparameters measured at the antenna ports, but only if there are no ohmic losses in the antenna. The appropriate formula for the envelope correlation is given in [11, Eq. (5)] for the multi-port case. A careful derivation corresponding to that in [11] gives for the complex correlation

$$
\begin{equation*}
\rho=\frac{-\left(S_{11}^{*} S_{12}+S_{21}^{*} S_{22}\right)}{\sqrt{\left[1-\left(\left|S_{11}\right|^{2}+\left|S_{21}\right|^{2}\right)\right]\left[1-\left(\left|S_{12}\right|^{2}+\left|S_{22}\right|^{2}\right)\right]}} . \tag{3.13}
\end{equation*}
$$

The denominator is readily seen to be equal to the square root of the product of the embedded element efficiencies on each of the two ports, see (3.7). The absolute value of this complex correlation is plotted in Fig. 3.12 for the two dipoles introduced in Section 3.3.3.

### 3.4 Characterization of diversity performance

With diversity, two antennas are used, located sufficiently far from each other (space diversity) or otherwise with orthogonal polarizations (polarization diversity), or orthogonal embedded far-field functions (pattern diversity), so that there is low coupling between them. The received statistical signals on the two ports will then be uncorrelated in RIMP, and it is very unlikely that there will be fading dips simultaneously on both ports. Therefore, by an appropriate combination of the two signals, the probability of a fading dip in the combined signal will be considerably reduced. There are several different possible combination schemes, such as switch diversity, Selection Combining (SC) and Maximal Ratio Combining (MRC), and the improvement of the CDF will be as large as 12 dB at the $1 \%$ level of the CDF. We will here not detail the different diversity schemes and instead refer to [3]. We assume MRC in the discussions to follow.

### 3.4.1 Channel estimation and digital MRC processing

In order to characterize diversity and MIMO antenna systems we need to know the algorithms employed in the signal processing. We will here explain Maximal Ratio Combining (MRC).
The basis of a digital diversity and MIMO system is channel estimation. This means that the transfer functions are measured between the $N_{t}$ transmitting and $N_{r}$ receiving ports in Fig. 3.2, i.e., all the $N_{r} \times N_{t}$ channels. These correspond to the S-parameters $S_{i j}$ between the transmitting and receiving sides. We could in traditional antenna terms call this a calibration of the whole antenna system including the environment.

The channels can only be measured on the receiving sides (based on measuring known pilot signals transmitted from the transmitting side), unless the channels are the same in both directions. Such reciprocity is only present if the uplink (i.e. transmitting from terminal and receiving at base station) and downlink (i.e. the opposite) transmissions appear at the same time and frequency. This will in practice mean the time and bandwidth within which there is no fading, i.e., the coherence time and coherence bandwidth of the channels, respectively. However, this is generally not the case. Therefore, we have to deal with two cases referred to as: a) Channel State Information (CSI) being known and b) CSI being unknown, on the transmitting side. The former allows for adaptivity by signal processing also on the transmitting side. This will improve performance compared to the processing on the receiving side only. The second case is more common and will be illustrated here. ${ }^{14}$

The data stream is transmitted after the channels have been estimated. This is generally done by a complex amplitude modulation of the channels over time. The modulation must generally be fast compared to the coherence time of the environment (after which the channel must be re-estimated), and slow enough to be within its coherence bandwidth. Otherwise, the estimated channels will not be correct. Thus, best data transmission is present as long as the received channels are the same as the estimated channels (except for the modulation of the former). The reason is that the estimated channels are used to optimize the detection of the signal (i.e., data) on the modulated channels. However, the user and the environment change with time, so the channel matrix must be regularly re-estimated.

Let us use $h_{i}^{\prime}$ to denote the estimated channels on the receiving ports, and $C(t) h_{i}$ to denote the modulated received channels, where the time variation is used to denote the modulation. We have by the latter assumed that the modulation is fast compared to the coherence time and narrowband compared to the coherence bandwidth of the environment. Let us assume that we have a total of $N_{r} \times N_{t}$ channels with the same modulation $C(t)$. Then, the optimum way to receive the modulated signal $C(t)$ is to combine the received channels in this way

$$
\begin{equation*}
C_{\mathrm{opt}}(t)=\sum_{\text {all } i} C(t) h_{i} \cdot w_{i} \tag{3.14}
\end{equation*}
$$

where $w_{i}=h_{i}^{\prime *}$ are the weights with $h_{i}^{* *}$ denoting complex conjugation of the channel estimates $h_{i}^{\prime}$. Thus, we combine the modulated channels by using the complex conjugate of the estimated channel values as weights, see Fig. 3.7. This sum is referred to as MRC. This corresponds to the conjugate matching in Section 2.6.4. The conjugate matching of a load ensures maximum power transfer to the load, and MRC ensures maximum power transfer of the combined power available in all the $N_{r}$ received channels. It is important to be aware that this MRC is done digitally after detection and digitalization of the channels, and that the combined signal is a complex voltage quantity and not a power quantity. The MRC will also generally represent a maximization of the signal-to-noise ratio. The conjugate matching and MRC correspond to what in general EM field theory is referred to as conjugate field matching (CFM). Above, we explained MRC for when combining channels available on different receiving ports, but the approach is general and we can combine channel values originating from different transmitting ports in the same way.
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Figure 3.7: Block diagram of MRC algorithm applied to four-port antenna for which $w_{1}=h_{1}^{\prime *}$ and $w_{2}=h_{2}^{\prime *}$ with $h_{1}^{\prime}$ and $h_{2}^{\prime}$ being the channel estimates. The $\mathrm{A} / \mathrm{D}$ box is a receiver with an analogue to digital converter. The example four-port antenna is shown to the right.

### 3.4.2 Example: MRC applied to 2D slot antenna case

Let us illustrate MRC for the case of a transmitting antenna with one port and a receiving antenna consisting of $N_{r}$ isolated ${ }^{15}$ short slots with $0.5 \lambda$ spacing in an infinite ground plane, as shown in Fig. 3.7. The sources are then represented by short magnetic dipoles that have omnidirectional far-field functions in one plane, and we orient them so that this is the $x z$ plane. The ground plane limits the radiation to $\pm 90^{\circ}$. We will present the formulas of the analysis for the more general case of $N_{r}$ elements equally spaced along the $x$-axis with spacing $d$. The co-polar far-field function of each element $i$ in the $x z$-plane is then

$$
\begin{equation*}
G_{i}(\theta)=e^{j k x_{i} \sin \theta} \tag{3.15}
\end{equation*}
$$

by using (2.52) and (2.41) for $\varphi=0^{\circ}$. For simplicity we have here and in the rest of this section omitted constants as they do not affect the shapes of the radiation patterns. Let us now for this study choose the very simple case that we have $Q$ incident waves from the directions $\theta_{q}$ having phase $\Phi_{q}$ and equal amplitudes. We want the total available incident power to be the same independent on the number of waves, so we use accordingly complex wave amplitudes

$$
\begin{equation*}
E_{q}=\sqrt{1 / Q} e^{j \Phi_{q}} \tag{3.16}
\end{equation*}
$$

Then, we can use (2.129) (see also (3.30)) to get the following total induced voltage at the port of element $i$ (this is the channel estimation):

$$
\begin{equation*}
V_{i}=\sum_{q=1}^{Q} G_{i}\left(\theta_{q}\right) e^{j \Phi_{q}}=\sum_{q=1}^{Q} e^{j\left(k x_{i} \sin \theta_{q}+\Phi_{q}\right)} \tag{3.17}
\end{equation*}
$$

These first $V_{i}$ are therefore the estimated channels $h_{i}^{\prime}$. After the estimation has been completed we can combine the ports in the optimum way for receiving the signal modulated on
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\[

$$
\begin{equation*}
\mathrm{MRC}=\sum_{i=1}^{N_{r}} V_{i} h_{i}^{\prime *}=\sum_{i=1}^{N_{r}}\left(V_{i} \sum_{q=1}^{Q} e^{-j\left(k x_{i} \sin \theta_{q}+\phi_{q}\right.}\right) \tag{3.18}
\end{equation*}
$$

\]

The far-field function for the whole antenna is obtained by summing up all far-field functions in (3.15) over all elements by using the estimated channel weights in (3.17) as port weights. This, gives

$$
\begin{equation*}
G_{\mathrm{all}}(\theta)=\sum_{i=1}^{N_{r}} V_{i}^{*} e^{j k x_{i} \sin \theta_{k}} \tag{3.19}
\end{equation*}
$$

Let us now determine the radiation patterns of this far-field function and discuss them, when $N_{r}=4$ and 10. We assume first that there is one incoming wave like in a LOS environment, see the two upper-most graphs in Fig. 3.8. Note that there are two curves in each graph, corresponding to two different AoAs of the wave, $0^{\circ}$ (solid curve) and $60^{\circ}$ (dashed curve), respectively. We see that MRC corresponds to forming a main beam from the elements that point in the AoA of the incoming wave, like in a classical array. The main beam is very wide for the 4 -element case, but it is much narrower for the 10 -element case. For the case of a plane wave coming in from $60^{\circ}$ we also see a large lobe at $-90^{\circ}$, i.e., along the ground plane. This is the beginning of what in classical array theory a grating lobe. If the spacing is larger than $0.5 \lambda$, there may be more such grating lobes having the same level as the main lobe ${ }^{16}$.

Let us now assume that there are two incoming waves with equal phase, see the two middle graphs in Fig. 3.8. Then, the MRC will result in one main lobe (with a shallow dip between them) covering both AoAs for the 4 -element array case, and two clear main lobes for the 10 -element case, one in each AoA direction. There are three sidelobes and four deep dips between these main lobes, which means that the phase in the two main lobes are the same (the phase changes by $180^{\circ}$ when the pattern goes through a null). If the phase of one of these plane waves now is changed to be $180^{\circ}$ relative to the other (dashed curve), two main lobes with a deep null between them are formed for the 4 -element case. This allows then for constructive reception of the two incident waves, by making their corresponding received voltages have the same phase.

If there are more than two plane waves we will not be able to distinguish lobes in the directions of the waves for the 4 -element array, but we see four clear main lobes for the 10 -element array, as shown in the two lower graphs in Fig. 3.8.

For larger arrays the conclusion will be the same. We will not be able to form directive beams towards the AoAs unless there are more antenna ports than waves in the environment. The MRC algorithm is still generally referred to as beam-forming, and it is the optimum way of combining the channels to achieve the highest signal-to-noise ratio.

The Selection Combining (SC) algorithm is much simpler than MRC. In SC combining, the receiving port with the strongest signal-to-noise ratio is selected at each time interval, and the others are not used. SC does not work as a classical array for the case of a single incident wave. In RIMP it is still quite efficient.
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Figure 3.8: *Illustration of the far-field patterns (beams) formed on the receiving side of two different MIMO arrays when the MRC algorithm is used. The two arrays consists of 4 (left graphs) and 10 (right graphs) small slots, respectively. The slots have, half wavelength spacing on an infinite plane (see Fig. 3.7). The number of incident waves, their angles of arrival (AoAs) in the $x z$-plane, and their relative phases in the center of the array are explained by the arrows (AoAs) and curve legends below each graph. The AoA direction of $0^{\circ}$ corresponds to broadside. The two curves in each graph corresponds to two different phase relations between the incident waves, except for the upper two graphs where the two curves represent different AoAs. The phases of the incident waves are explained in the legends below the AoA arrows.

Note that the radiation patterns in Fig. 3.8 only are examples. The wave amplitudes and AoAs are statistical in nature, so we need to characterize the performance of MIMO arrays by CDFs. The presented patterns are only intended to illustrate that we only get interpretable lobes in the directions of the waves when there are fewer incoming waves than antenna ports.

### 3.4.3 Diversity gains (apparent, effective and actual)

The quality of a diversity antenna system is determined by the improved shape of its CDF in the environment. Improved shape means that the slope of the CDF is steeper, and any shift towards higher signal-to-noise values. Therefore, we need to specify the environment, and we need to know the CDFs at each port. We limit ourselves here to the well-defined RIMP environment. The CDFs are determined from the discrete channel samples measured on each port of the receiving antenna, and from the channel samples at the port of a reference antenna in the same environment. The samples are measured ${ }^{17}$ or simulated for different channel realizations. The channel realizations can be obtained, e.g., by moving the antenna around in the RIMP environment, by locating it at many different fixed locations, or by changing statistically the amplitudes and AoAs of the waves in the environment. The reference antenna is typically a wideband single-port antenna with known total radiation efficiency.

A CDF of a channel is obtained from the channel samples in the following way:

1. Produce a set of $M$ channel samples, where $M$ is a number preferably larger than or equal 1000.
2. Compute the average received power from all samples, i.e., take the square of the absolute value of all samples, sum them up, and divide by $M$.
3. Normalize all samples to the square root of the average received power of the ideal reference antenna. This is the average received power of the reference antenna divided by its known total radiation efficiency.
4. Arrange all normalized samples from the lowest to the highest level and number them successively from 1 to $M$.
5. The CDF is then the curve obtained by plotting the sample number divided by the total number of samples (i.e., the cumulative probability) versus the level of the corresponding samples in dB .
Such a CDF will in an ideal RIMP environment have the theoretical Rayleigh shape except at the lowest levels where the probabilities are close to $1 / M$. Therefore, we can produce more accurate CDFs by using more samples. The shape of the CDFs in RIMP will also deviate from Rayleigh shape if the environment contains a small LOS contribution, and if it is not rich enough.
We now use the two parallel dipoles in Fig. 3.3 as an example, with a given separation between them of $0.045 \lambda$ so that there is a significant mutual coupling and a low embedded radiation efficiency. Then, Fig. 3.9 shows the CDF of the fading channel amplitudes in RIMP environment. The theoretical Rayleigh distribution is included as a reference. The CDFs
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The diversity gain is the difference in $d B$ between the MRC CDF and a reference Rayleigh CDF at a certain CDF-level, normally chosen to be $1 \%$. We can distinguish between apparent, effective and actual diversity gains [7] and [12], depending on what kind of reference we use. The reference is a Rayleigh-shaped CDF corresponding to an ideal antenna with $100 \%$ efficiency, and therefore the $d B$ value is referred to as a dBR value.

Apparent diversity gain: The reference CDF is the CDF at the port with the strongest average power levels.

Effective diversity gain: The reference CDF is the CDF at the port of the ideal reference antenna, i.e., the theoretical Rayleigh CDF.

Actual diversity gain: The reference CDF is the CDF at the port of an existing practical single-port antenna. The latter is then normally the single-port antenna that is to be replaced by the diversity antenna under test, so that we can determine the actual improvement over an existing solution. Both antennas must therefore be measured at the same location, e.g., relative to a head phantom.

In the case of actual diversity gain, the practical antenna reference shall be located in the position relative to an object (e.g., a head phantom) that corresponds to the desired position of operation of the terminal at which the antennas are located. Under these definitions, the actual diversity gain in dB is the effective diversity gain in dB minus the radiation efficiency in dB of the single-port existing antenna that the diversity antenna shall replace. The latter value is negative, so the apparent diversity gain appears much larger than it actually is if the reference was an efficient single-port antenna. The effective diversity gain represents the gain over an ideal single-port reference antenna, where the latter is characterized with no additional antenna in its proximity.

We see that in our example in Fig. 3.9 the apparent diversity gain at $1 \%$ CDF level is 8 dBR , whereas the effective diversity gain compared to the ideal single-port antenna reference is only about 3 dBR . This means that if the receiver system allows for a fading margin of 20 dB to be able to receive with sufficient quality $99 \%$ of the time or for $99 \%$ of the users (i.e., $1 \%$ CDF level), we can reduce the fading margin by 3 dB if we use this specific diversity antenna (two parallel dipoles with $0.04 \lambda$ spacing) instead of a very good single antenna. This 3 dB diversity gain could easily be made larger by using larger dipole spacing, or by choosing two orthogonal dipole antennas. The theoretical maximum is 12 dB by MRC (and 10 dB by selection combining). The discrepancy between 3 dB and 12 dB is in the example mainly due to the low radiation efficiency when the dipoles are so close. This is caused by mutual coupling, giving large absorption in the $50 \Omega$ load of the not-excited dipole. In contrast, the reduced diversity gain due to correlation has minor effect, as explained below.

The published results of diversity gains as a function of dipole spacing can be seen in Fig. $3.10^{18}$ with MRC. Similar results are shown for selection combining in [7] including verification by measurements in reverberation chamber. There it is also shown significant actual diversity gain for antennas used near the human body (using a simple cylindrical head
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Figure 3.9: *CDF of the ideal reference antenna (corrected for its finite radiation efficiency) and of a diversity antenna consisting of two parallel dipoles separated by $0.05 \lambda$.
phantom). The actual diversity gain is shown to be more than 6 dB , even when the dipole separation is only $0.06 \lambda$. Antennas with uncoupled orthogonally polarized ports will naturally have larger diversity gains.

### 3.4.4 Theoretical determination of diversity gain

Theoretically, we can determine the effective diversity gain $G_{\text {eff }}$ by the following formula

$$
\begin{equation*}
G_{\mathrm{eff}}=e_{\mathrm{rad}} G_{\mathrm{app}} \tag{3.20}
\end{equation*}
$$

where $G_{\text {app }}$ is the apparent diversity gain. This depends on the correlation coefficient $\rho$ obtained from (3.12) by using the far-field functions of the two embedded ports, and for a lossless antenna the simpler equation (3.13) can be used. The relation between apparent diversity gain and correlation is given by the following approximate formula in [13, pp. 474],

$$
\begin{equation*}
G_{\mathrm{app}}=10.5 \cdot e_{\rho} \quad \text { with } \quad e_{\rho}=\sqrt{1-|\rho|^{2}} \tag{3.21}
\end{equation*}
$$

where 10.5 is the maximum apparent diversity gain at $1 \%$ CDF level with selection combining, and $e_{\rho}$ is an approximate expression for the decorrelation efficiency, i.e., the reduction in diversity gain due to correlation between the signals on the two ports. This formula is not very accurate for correlations close to unity when compared with the more accurate formulas in [13, pp. 470]. However, if we scale $\rho$ with a factor 0.99 , the formula becomes

$$
\begin{equation*}
e_{\rho}=\sqrt{1-|0.99 \cdot \rho|^{2}} \tag{3.22}
\end{equation*}
$$

which differs from the more accurate expression for the apparent diversity gain at $1 \%$ CDF by less than 0.1 dB as shown in Fig. 3.11. It is worthwhile to note that the correlation must


Figure 3.10: *Correlation between the ports of two parallel halfwave dipoles in RIMP, and the apparent and effective diversity gains by MRC versus dipole spacing.
be very strong in order to cause a significant reduction of the diversity gain.
Eq. (3.21) can only be used when the embedded total radiation efficiencies are the same on the two ports. In [14] there is presented an empirical formula that can be used also when the efficiencies on the two ports are different. This is

$$
\begin{equation*}
G_{\mathrm{app}}=\sqrt{\left(1+\frac{e_{\min }}{e_{\max }}\right)^{2}+105 \frac{e_{\min }}{e_{\max }}\left(1-|\rho|^{2}\right)} \tag{3.23}
\end{equation*}
$$

where $e_{\min }$ and $e_{\max }$ are the embedded total radiation efficiencies on the two ports.
Otherwise, and for more ports, the diversity gain can be determined from measured and computed CDFs [15]. The formulas in (3.22) and (3.23) are simple, but we still need to perform channel measurements or simulations in order to determine the complex correlation $\rho$ from (3.9), (3.12) or (3.13).

### 3.5 Maximum available capacity from Shannon

In modern MIMO mobile communication systems there will be multi-port antennas on both the base station and terminal sides to form several communication channels between them, referred to as spatial multiplexing. These different communication channels are commonly referred to as bitstreams to separate them from the larger number of channels available to achieve diversity. For instance, four antennas on both sides form $4 \times 4=16$ possible channels in the way they are defined in Section 3.4.3, but there will only be four bitstreams available. This correspond to communication via the eigenvectors of the whole channel


Figure 3.11: ${ }^{*}$ Correlation efficiency factor at $1 \% \mathrm{CDF}$, i.e., reduction of diversity gain at $1 \%$ cumulative probability level, as a function of the pattern correlation in (3.12), obtained with the approximate equation (3.22) and the exact expression in [13].
matrix, where the eigenvalues are the signal strength of each bitstream. The most common way of diagonalizing a matrix is Singular Value Decomposition(SVD). However, the SVD requires preprocessing on the transmitting side and therefore CSI to be known. Therefore, other bitstream decomposition methods are more common, requiring only processing on the receiving side, such as Zero Forcing ( $Z F)$.

The data on the transmitting side is distributed among the different bitstreams, which therefore contain completely different modulated information in contrast to the diversity MRC case in Section 3.5.1 that maximizes the received power for one bitstream. If CSI is known on the transmitting side it is possible to transfer much more information.
The maximum possible average channel capacity in a MIMO system can be calculated by using Shannon's fundamental formula for maximum available capacity. We illustrate this basic Shannon capacity with two simple examples in LOS. The wireless channel is treated in much more details in [16].

### 3.5.1 Single-port system

The maximum available capacity of a communication channel through any environment is given by Shannon's classical formula

$$
\begin{equation*}
C=\log _{2}|1+\mathrm{SNR}| \quad(\mathrm{bits} / \mathrm{s} / \mathrm{Hz}), \tag{3.24}
\end{equation*}
$$

where SNR is the signal-to-noise ratio at the receiving side, and where $\log _{2}$ means the $\log$ arithm with base 2. This means that the capacity of a system not only depend on its bandwidth, but also depends on the SNR. Thus, if we increase the transmit power, we can transfer more bits/s/Hz over the channel ${ }^{19}$. This is done in practice by increasing the order

[^33]of the modulation. However, we have to know the channel and its SNRs in order to benefit from this. Therefore, channel estimation and its feedback to the transmitter is important in communication engineering. The Shannon formula is also valid under fading, but then the SNR of the channel varies with time, in which case channel estimation must be performed continuously, and hence becomes a very important issue.

### 3.5.2 Parallel channels in LOS

If we use two parallel communication systems instead of one, we can naturally double the capacity if they are mounted in a way that there is no interference. This can be done, e.g., by locating the antennas of the extra system in the nulls of the radiation patterns of the other, or to use orthogonal polarization of the two systems. Thus, the maximum available capacity of two such systems corresponding to two parallel channels (i.e., two bitstreams) becomes

$$
\begin{align*}
C=C_{1}+C_{2} & =\log _{2}\left|1+\frac{1}{2} \mathrm{SNR}_{1}\right|+\log _{2}\left|1+\frac{1}{2} \mathrm{SNR}_{2}\right| \\
& =\log _{2}\left(\left|1+\frac{1}{2} \mathrm{SNR}_{1}\right|\left|1+\frac{1}{2} \mathrm{SNR}_{2}\right|\right), \tag{3.25}
\end{align*}
$$

where the indices on $C$ and SNR denote systems 1 and 2 . The factor $1 / 2$ on all the SNRs means that we have divided the total transmitted power equally between the two channels. We will now discuss whether or not it is possible to increase the capacity by combining the two antennas on each side to a classical directive array so that a single communication system with larger SNR is formed.

The signal to noise ratio of a LOS system is given by

$$
\begin{equation*}
\mathrm{SNR}=\frac{P_{r}}{N}=\frac{P_{t} G_{t} G_{r}\left(\frac{\lambda}{4 \pi r}\right)^{2}}{N} \tag{3.26}
\end{equation*}
$$

where $P_{r}$ is the received power, $P_{t}$ is the transmitted power, $G_{r}$ is the realized gain of the receiving antenna, $G_{t}$ is the realized gain of the transmit antenna, $N$ is the noise power, and $\lambda / 4 \pi r$ is called the free space attenuation. We now double the gains on both the transmitting and receiving sides by combining on each side two equal uncoupled directive antennas to a classical directive array with the double gain. Then, the SNR of the new single-bitstream system with classical two-element arrays on both sides becomes

$$
\begin{equation*}
\text { Classical arrays: } \quad \mathrm{SNR}_{2 \times 2}=4 \mathrm{SNR}, \tag{3.27}
\end{equation*}
$$

i.e., four times larger than the SNR of each of the two systems. The condition for this equation to be valid is that the noise power is independent of the antenna gain. This assumption is normally true in practical ground-based communication systems.

The capacities for the two cases; two parallel low gain links with the power equally distributed between the two transmitting antennas, and one high gain link, become

Two parallel low gain links: $\quad C_{21 \mathrm{~g}}=2 \log _{2} \left\lvert\, 1+\frac{1}{2}\right.$ SNR $\mid$
One high gain link: $\quad C_{1 \mathrm{hg}}=\log _{2}|1+4 \mathrm{SNR}|$


Figure 3.12: Maximum available capacity according to Shannon's formula for two parallel $1 \times 1$ systems (one antenna on each side), and one $2 \times 2$ antenna system where the two antennas on each side are combined to a directive array of double directivity on each side.
in (bits/s/Hz). These two equations are plotted and compared in Fig. 3.12 to show that as long as SNR $>10.8 \mathrm{~dB}$ in each channel it is advantageous (for increasing capacity) to use parallel systems with low gain antennas rather than one system with high gain antennas. The maximum available capacity increases by up to a factor 2 when we double the number of channels (for large SNR). These are theoretical results. In practice there will be other limitations that may change this conclusion, e.g., hardware and cost constraints.

### 3.5.3 Parallel channels in multipath

In a fading environment the instantaneous capacity is given by the same formula as for the LOS case, but the formula for the SNR is different. The space attenuation is much larger due to the scattering from all blocking objects, and the SNR will fade with the fading signal level. Therefore, it is common to use an average maximum available capacity (also called ergodic capacity) in characterization of systems used in multipath, obtained by averaging the Shannon capacity over the distributed variations of the power samples of the signal. The power samples are distributed exponentially in Rayleigh fading.

In a MIMO system with multiple-port antennas on both the transmitting and receiving sides there are many channels through the environment. Consider the two-port antennas from the example, in Section 3.5.2, but now in a multipath environment. Then, the signal (from each of the two transmitting ports) will be received on both the receiving antenna ports. In principle we will have the same situation as in LOS. If SNR is small it is better to combine the ports to one bitstream using diversity whereas if SNR is large we can use spatial diversity
to get two bitstreams (links) and thereby higher capacity.
The general formula for the maximum available capacity of a MIMO system with an $N_{t}$-port transmit antenna and an $N_{r}$-port receiving antenna is

$$
\begin{equation*}
\widetilde{C}=\log _{(2)}\left(\operatorname{det}\left(I_{\mathrm{N}_{\mathrm{r}} \times \mathrm{N}_{\mathrm{t}}}+\frac{\mathrm{SNR}}{N_{t}} \widetilde{\mathbf{H}}_{\mathrm{N}_{\mathrm{r}} \times \mathrm{N}_{\mathrm{t}}} \widetilde{\mathbf{H}}_{\mathrm{N}_{\mathrm{r}} \times \mathrm{N}_{\mathrm{t}}}^{*}\right)\right), \tag{3.29}
\end{equation*}
$$

where $I_{\mathrm{N}_{r} \times \mathrm{N}_{\mathrm{t}}}$ is a unit matrix, $\widetilde{\mathbf{H}}_{\mathrm{Nr}_{\mathrm{r}} \times \mathrm{N}_{t}}$ is a normalized complex channel matrix, and $\widetilde{\mathbf{H}}_{\mathrm{N}_{\mathrm{r}} \times \mathrm{N}_{\mathrm{t}}}^{*}$ is the complex conjugate transpose of $\widetilde{\mathbf{H}}_{\mathrm{N}_{\mathrm{r}} \times \mathrm{N}_{\mathrm{t}}}$. The normalization must be done with respect to average received power on a reference antenna with known radiation efficiency. The $\widetilde{C}$ and $\widetilde{\mathbf{H}}$ notation with the tilde symbol means that C and $\mathbf{H}$ fade with time, so that we need to average the $\widetilde{C}$ s over the distribution function of the signal power in order to compare the channels. The channel matrix contains fading samples of the channels which means that we need to average $\widetilde{C}$ over the distribution of $\widetilde{\mathbf{H}}_{\mathrm{N}_{\mathrm{r}} \times \mathrm{N}_{\mathrm{t}}}$.
The Shannon formula represents the maximum available capacity, and this is very far from what is achievable in practice. In practical systems typically 6 dB more transmitted power is needed than given by Shannon's formula, for a given desired capacity. Therefore, the Shannon capacity is not very useful for characterization of antenna systems. We will instead choose the ideal digital threshold receiver for such characterization, to be introduced in Section 3.8.

### 3.5.4 Normalization

The correct normalization of the channel matrix is very important. It must be done with respect to the square root of the time averaged power received on a single-port reference antenna with $100 \%$ radiation efficiency ${ }^{20}$. And this reference antenna must be located in the same environment, and we must require that the total power transmitted from the antenna on the opposite side of the environment is the same as when we produced the channel matrix. We will in the next subsection show how typical channel matrices can be computed and measured.

### 3.5.5 Numerical simulation of channels in multipath

We will now explain how to simulate a fading environment numerically. First, we generate a set $\left\{\mathbf{E}_{k}\right\}$ of $k=1,2, \ldots, K$ incident plane waves with AoAs ( $\theta_{k}, \varphi_{k}$ ) randomly and uniformly distributed over a sphere surrounding the MIMO array to be investigated. The sources $\mathbf{E}_{k}$ in the set have independent and complex Gaussian-distributed amplitudes of the $\theta$ - and $\varphi$ polarized components. We compute the combined open-circuit received voltage $V_{i}$ on each embedded antenna port due to all these waves by using the equivalent circuit of the antenna in receiving mode (see Fig. 2.22), i.e.,

$$
\begin{equation*}
V_{i}=-\frac{2 j \lambda}{\eta I} \sum_{k=1}^{K} \mathbf{G}_{i}\left(\theta_{k}, \varphi_{k}\right) \cdot \mathbf{E}_{k}, \tag{3.30}
\end{equation*}
$$

[^34]where all parameters have been explained previously ${ }^{21}$ and $\mathbf{G}_{i}(\theta, \varphi)$ is the embedded far-field function on port $i$. The power absorbed in the load $R_{L}$ becomes
\[

$$
\begin{equation*}
P_{i}=\frac{1}{2} R_{L}\left|\frac{V_{i}}{Z_{a}+Z_{L}}\right|^{2} \tag{3.31}
\end{equation*}
$$

\]

which has its maximum value when the antenna is matched to the load, i.e., when $Z_{a}^{*}=Z_{L}$, as shown in Section 2.6.4.

In order to determine the performance of a specific multi-port antenna with $N_{r}$ ports in an $N_{r} \times N_{t}$ MIMO system, we assume that the $N_{t}$ ports at the opposite transmitting side are completely uncorrelated with equal amplitude. We can model this by generating $N_{t}$ sets of incident plane waves, with $k=1,2, \ldots, 20$ plane waves in each set, and calculating $N_{t}$ values of received voltages $V_{i}$ at each receive antenna port $i$. The received voltages are then put row-wise into the channel matrix $\mathbf{H}$.

We compute the received voltages of the reference antenna in the same way by using (3.30) and one set of incident plane waves, but now using the far-field function of the reference antenna. This should as explained Section 3.5.4 and Section 3.4.3 be a matched antenna with $100 \%$ radiation efficiency.

Then, we repeat the calculation of the received voltages $V_{i}$ on the $N_{r}$ receive antenna port, and the received voltage on the reference antenna port $i=$ ref, a large number of times $M_{\mathrm{CDF}}$, for example $M_{\mathrm{CDF}}=10000$ times. The larger $M$ the better convergence of the CDF, and the better estimate of the average received power. The average received power on the reference antenna is evaluated using

$$
\begin{equation*}
P_{\mathrm{av}}=\frac{1}{M_{\mathrm{CDF}}} \sum_{m=1}^{M_{\mathrm{CDF}}}\left(P_{\mathrm{ref}}\right)_{m} \tag{3.32}
\end{equation*}
$$

Now we have a reference level and can determine the CDF and the total embedded radiation efficiency at each port $i$ of the multi-port that we are investigating, and thereby evaluate the diversity gains as explained in Section 3.4.3.

The embedded radiation efficiency on port $i$ of the multi-port antennas becomes e.g.,

$$
\begin{equation*}
e_{\mathrm{rad}_{i}}=\frac{1}{P_{\mathrm{av}}} \frac{1}{M_{\mathrm{CDF}}} \sum_{m=1}^{M_{\mathrm{CDF}}}\left(P_{i}\right)_{m} \tag{3.33}
\end{equation*}
$$

where $P_{i}$ is given by (3.31).

### 3.6 Emulation of RIMP using reverberation chamber

The reverberation chamber is a large metal cavity provided with mode stirrers and one or more antennas, as shown in Fig. 3.13. It has been used for more than 30 years for Electromagnetic Compatibility (EMC) measurements of electromagnetic susceptibility and radiated

[^35]emissions of electronic devices, as described in the overview article in [1]. The basic theories of it have also been well understood [13], [17]-[19]. The main EMC application has been to generate high field strength for susceptibility testing. In recent years the reverberation chamber has also been developed to a more accurate instrument for measuring the characteristics of desired radiation of small antennas and active mobile terminals. In particular when these are intended for use in Rayleigh fading, such as for wireless/mobile communications in urban or indoor environments. We here describe how the reverberation chamber works, and how to measure the performance of antennas as defined in the previous chapters.

### 3.6.1 Mode stirring (mechanical, platform, polarization)

The basic measurement setup in a reverberation chamber is illustrated in Fig. 3.13(a). This setup is used both for calibration of the chamber and measuring passive antenna performance. We measure the transmission coefficient $S_{21}$ between two antennas in the chamber. One of these is the reference antenna or the Antenna Under Test (AUT), and the other is part of the chamber and could be wall-fixed. The reference antenna is used during calibration. The AUT is used during tests. The chamber is so large that several cavity modes are excited at the frequency of test, so the level of $S_{21}$ may be larger than in free space, but it may also be much lower, depending on how the modes are excited and how they interfere (combine) resulting in fading. Reverberation chambers are provided with different ways of stirring the modes and thereby the $S_{21}$ level varies, i.e., emulation of fading. The most common mechanical mode stirring methods are to use fans or other large rotating or translating mechanical structures.

The chamber in Fig. 3.13 has the following stirring capabilities:

1. Mechanical stirring: This is achieved by means of two plate-shaped stirrers, which can be moved along a complete wall and along the ceiling using electrical stop motors. The larger volume the stirrers cover, the better.
2. Platform stirring [20]: The AUT test is located on a rotatable platform which moves the antenna in the chamber. This stirring method is very effective in small chambers.
3. Polarization stirring [21]: There are three orthogonal wall-fixed chamber antennas, and $S_{21}$ is successively measured between each of them and the AUT. Thus, the chamber gets a good polarization balance.

There is also a fourth very effective stirring method, referred to as frequency stirring [22]. This corresponds to averaging $S_{21}$ (complex frequency stirring) or $\left|S_{21}\right|^{2}$ (power frequency stirring) over a frequency band during the processing of the results. This will be treated in the next section.

### 3.6.2 The S-parameters of the chamber and of the antennas

Fig. 3.14 illustrates how $S_{11}$ and $S_{12}$ are measured between two antennas inside a reverberation chamber. We can physically argue that $S_{11}$ of the AUT must consist of two contributions: one contribution being the $S_{11}^{a}$ from the antenna itself as if it was located in free space, and


Three fixed chamber antennas with different orientations

(c)

Figure 3.13: Typical reverberation chamber (RC) for Over-The-Air (OTA) measurements. (a) Sketch of RC and measurement setup for calibration and measurements of performance of multiport antennas (sketch shows two parallel dipoles). (b) *Color plot of relative E-field distribution computed at the walls of simplified RC and on three orthogonal surfaces meeting in the center of the chamber, for illustration of the statistical nature of the fields. When the stirrers move, the field distribution will change. (c) Drawing of RC with wideband disk-cone antenna for calibration of the transfer function. The calibration antenna can be replaced by a passive Antenna Under Test (AUT) or an active wireless Device Under Test (DUT).


Figure 3.14: *Example of measured S-parameters of two antennas in a reverberation chamber as a result of mode stirring, and illustration of the deterministic and random contributions to them. Note that the deterministic part in reality is much smaller.
another $S_{11}^{c}$ from the chamber, i.e.,

$$
\begin{equation*}
S_{11}=S_{11}^{a}+S_{11}^{c} . \tag{3.34}
\end{equation*}
$$

The former of these contributions is deterministic, whereas the latter is random as a result of the stirring. If the number of independent samples of $S_{11}^{c}$ is large enough, $S_{11}^{c}$ gets a complex Gaussian distribution with zero mean. Therefore, it is possible to determine $S_{11}^{a}$ by complex averaging of the measured $S_{11}$ over all stirrer positions $i$, and if needed by additional complex frequency stirring, as shown in [23], i.e.,

$$
\begin{equation*}
S_{11}^{a}=\frac{1}{M} \sum_{\text {all } i} S_{11}=\bar{S}_{11}, \tag{3.35}
\end{equation*}
$$

where $\bar{S}_{11}$ is a compact way of writing the average of $S_{11}$. Similarly we can find $S_{22}^{a}$ of the wall-mounted chamber antenna.

In a similar way, we can argue that $S_{21}$ must consist of two contributions, one deterministic contribution $S_{21}^{d}$ being the same as in free space, and another statistic contribution $S_{21}^{c}$ coming from the chamber, i.e.,

$$
\begin{equation*}
S_{21}=S_{21}^{d}+S_{21}^{c} . \tag{3.36}
\end{equation*}
$$

### 3.6.3 Rayleigh fading, Rician fading and AoA distribution

We would like the reverberation chamber to provide the rich isotropic reference environment RIMP with Rayleigh fading. This requires the direct coupling in (3.36) to be as low as possible. The direct coupling follows the free space transmission equation, also referred to as Friis transmission equation ${ }^{22}$, yielding

$$
\begin{equation*}
\left|S_{21}^{d}\right|^{2}=\left(\frac{\lambda}{4 \pi r}\right)^{2} G_{t} G_{r} \tag{3.37}
\end{equation*}
$$

[^36]where $r$ is the distance between the antennas, $\lambda$ is the wavelength, and $G_{t}$ and $G_{r}$ are the realized gains of the wall-mounted antenna and AUT, respectively, in the direction of the opposite antenna. Therefore, the main lobes of the antennas should not point towards each other. The polarization stirring is very effective to reduce direct coupling, as the direction of the AUT will be different in different stirrer positions. The direct coupling together with loading the chamber can alternatively be used constructively to get a controlled Rician distribution for test purposes, as proposed in [24].

From the discussion in the previous subsection, it is clear that the reverberation chamber provides Rayleigh fading if the direct coupling is reduced to be sufficiently smaller than the chamber contribution to $S_{21}$. This can be done by platform stirring, using a metal shield to block the direct coupling, or by using a wall fixed antenna that has a null in the direction of the AUT. In [25], it was shown that each mode in a rectangular cavity can be expressed as eight plane waves, and that the arrival directions of these plane waves are uniformly distributed over the unit sphere, if there are enough excited modes. Therefore, the reverberation chamber represents a RIMP environment if it is large enough, i.e., the desired reference environment defined in Section 3.1.3.

### 3.6.4 Average transmission level (Hill's formula) and calibration

The transmission between two antennas in free space follows Friis transmission equation (3.37). The corresponding formula for transmission between two antennas located in a reverberation chamber is Hill's transmission formula, see [18]. This is valid when there is no direct coupling, and it presumes a large chamber with many excited modes. We choose to refer to Hill's formula as the chamber power transfer function, and to present it in the following form

$$
\begin{equation*}
G_{\mathrm{chm}}=\left|S_{21}^{c}\right|^{2}=\frac{P_{r}}{P_{t}}=\frac{c^{3} e_{\mathrm{rad}_{1}} e_{\mathrm{rad}_{2}}}{16 \pi^{2} V f^{2} \Delta f} \tag{3.38}
\end{equation*}
$$

where $f$ is the frequency, $c$ is the velocity of light, $V$ is the chamber volume, $e_{\mathrm{rad}_{1}}$ and $e_{\mathrm{rad}_{2}}$ are the total radiation efficiencies of the two antennas, and $\Delta f$ is the average mode bandwidth. The latter consists of four additive contributions due to: the wall losses, power leakage from the chamber, the antennas present in the chamber, and any absorbing objects in the chamber, i.e.,

$$
\begin{equation*}
\Delta f=\sum_{\substack{\text { all } \\ \text { walls }}} \Delta f_{\text {wal }}+\sum_{\substack{\text { all } \\ \text { slots }}} \Delta f_{\text {slt }}+\sum_{\substack{\text { all } \\ \text { ant }}} \Delta f_{\text {ant }}+\sum_{\substack{\text { all } \\ \text { obj }}} \Delta f_{\mathrm{obj}} \tag{3.39}
\end{equation*}
$$

with

$$
\begin{align*}
\Delta f_{\mathrm{wal}}=\frac{2 A}{3 V} \sqrt{\frac{c \rho f}{\pi \eta}}, & \Delta f_{\text {lek }}=\frac{c \sigma_{1}}{4 \pi V}  \tag{3.40}\\
\Delta f_{\mathrm{ant}}=\frac{c^{3} e_{\mathrm{rad}}}{16 \pi^{2} V f^{2}}, & \Delta f_{\mathrm{obj}}=\frac{c}{2 \pi V} \sigma_{a}
\end{align*}
$$

where $\eta$ is the free space wave impedance, $A$ the area of a conducting surface (such as a chamber wall) with surface resistance $\rho, \sigma_{1}$ is the leakage cross section of a narrow slot in the chamber wall, and $\sigma_{a}$ is the absorption cross section of an absorbing object. $\sigma_{1}$
and $\sigma_{a}$ are defined in $[18]^{23}$ and have slow frequency variation compared to the explicit frequency variation in the formulas. The total $\Delta f$ can be very different in different practical chambers, corresponding to chamber quality factors $(Q)$ of between 30 and several thousands ( $Q=f / \Delta f$ ).

In practice a measurement of radiation efficiency goes as follows. First, the chamber transfer function is determined by calibration, using a reference antenna with known radiation efficiency $e_{\mathrm{rad}_{2}}$, and with the AUT present in the chamber with its port match-terminated. The actual measurement will then be done by match-terminating the reference antenna and mounting the cable to the port of the AUT. The ratio between the two average power transfer functions of the chamber in the two cases equals the ratio between the radiation efficiencies of the reference antenna and the AUT. The radiation efficiency $e_{\mathrm{rad}_{1}}$ of the chamber-fixed antenna does not need to be known because it will be the same both when measuring the reference antenna and the AUT.

It is also possible to calibrate the chamber without having the AUT inside. However, then, the reference antenna must also be removed when the AUT is measured. This is a simplified procedure, because we can use the same calibration when measuring several AUTs, and in particular it is simpler when measuring many active terminals. However, this simplified procedure only works if the chamber is loaded so much that the reference antenna and AUT does not represent any significant contribution to the $\Delta f$ of the chamber. If they do so, the results of the measurements may be wrong, as the chamber transfer function does no longer have a linear dependence on $e_{\mathrm{rad}}$ of the reference antenna, and the AUT. This may happen in particular if the reference antenna or AUT are made of materials which absorb radiation and thereby increase $\Delta f$ even when the antenna ports are open or short-circuited.

### 3.6.5 Frequency stirring on net transfer function

We have found that if we remove the free space mismatch factor from $S_{21}$ in (3.38), we get an average chamber transfer function that varies slower with frequency. This can then be frequency stirred for better accuracy without losing resolution due to variations in the mismatch factor. The free space input reflection coefficients of the two antennas can be obtained by complex averaging of the $S_{11}$ and $S_{22}$ measured in the reverberation chamber, as explained before. By removing the two mismatch factors we get the following formula for the maximum available (or net) chamber power transfer function

$$
\begin{equation*}
G_{\mathrm{chm}}=\frac{1}{N} \sum_{N} \frac{\left|S_{21}^{c}\right|^{2}}{\left(1-\left|\bar{S}_{11}\right|^{2}\right)\left(1-\left|\bar{S}_{22}\right|^{2}\right)}, \tag{3.41}
\end{equation*}
$$

where $N$ is the number of stirrer positions. This function can be frequency stirred to improve accuracy.

[^37]
### 3.6.6 Number of independent samples \& accuracy

In order to perform accurate measurements in the reverberation chamber we need the chamber transfer function in (3.38) to be proportional to the radiation efficiency independent of which antenna or terminal we use, like in Hill's theoretical transmission formula. This is possible only if the mode stirring creates enough independent samples. The $S_{21}$ samples are complex Gaussian distributed if the chamber is well stirred. Then, the relative accuracy by which we can estimate $G_{\text {chm }}$ has a standard deviation of [6]

$$
\begin{equation*}
\sigma=1 / \sqrt{N_{\mathrm{ind}}} \tag{3.42}
\end{equation*}
$$

where $N_{\text {ind }}$ is the number of independent samples. This means that we need $N_{\text {ind }}=100$ for an accuracy of $\pm 10 \%$, i.e., $\pm 0.5 \mathrm{~dB}$. Thus, it is crucial that we can obtain at least 100 independent samples by the mode stirring.

The number of independent samples is determined primarily by the mode density in the chamber, i.e., by the number of modes per MHz. This is approximately given by the classical formula

$$
\begin{equation*}
\frac{\partial N_{\mathrm{mod}}}{\partial f}=V f^{2} 8 \pi / c^{3} \tag{3.43}
\end{equation*}
$$

The number of independent samples is proportional to the mode density, but the proportionality constant is not known. It depends on chamber loading, mode stirring methods, mechanical stirrer shapes, and chamber shape (at least for small chambers). However, we can preliminary state the following approximate relation between the mode density and number of independent samples:

$$
\begin{equation*}
N_{\mathrm{ind}} \leq 8\left[\frac{\partial N_{\mathrm{mod}}}{\partial f}\right]\left(\Delta f+B_{\mathrm{fs}}+B_{\mathrm{mch}}\right) \tag{3.44}
\end{equation*}
$$

where $B_{\mathrm{fs}}$ is the bandwidth of the frequency stirring, and $B_{\mathrm{mch}}$ is a mechanical stirring bandwidth used to characterize the stirrers. The factor 8 is due to platform stirring and is rooted both empirically and by physical reasoning. The latter argument goes as follows: Each cavity mode can be written as a sum of 8 plane waves [23], and therefore we can get 8 times more independent samples than modes by moving the antenna or terminal under test around in the environment, which we do by platform stirring. The $\leq$ sign in (3.44) means that this is an upper bound when we have enough samples and the mechanical mode stirring is sufficiently strong. A thorough study of uncertainties in reverberation chambers using (3.44) and different loads to control $\Delta f$ can be found in [26].

A good reverberation chamber can provide measurements of efficiency-related quantities with standard deviations better than 0.5 dB , and even approaching 0.1 dB [26] without doing any frequency stirring. This requires that the chamber should not be loaded too heavily, i.e., $\Delta f$ should be small compared to the frequency of operation. The problem with frequency stirring $B_{\mathrm{fs}}$ is that the resolution becomes worse (resolution bandwidth increases), and then, we cannot resolve variations in the radiation efficiency which are faster than $B_{\mathrm{fs}}$. In practice the resolution is somewhat better by using the mismatch correction to the transfer function before power averaging, like in (3.41). The reason is that normally mismatch efficiencies varies faster with frequency than efficiencies due to ohmic losses.

### 3.7 Measurements in reverberation chamber

### 3.7.1 Calibration and characterizing multi-port antennas

The procedure for measuring a single- or multi-port antenna in a reverberation chamber is briefly described as follows. The AUT is located inside the reverberation chamber in such a way that it is more than 0.5 wavelengths from the walls and mechanical stirrers ${ }^{24}$. We also locate a single reference antenna with known radiation efficiency far enough from the AUT to avoid significant direct coupling ${ }^{25}$. We connect one of the AUT ports to a source, i.e., a network analyzer, and terminate all the other ports and the reference antenna in $50 \Omega$. We gather S-parameters between the port and the three chamber antennas (used for polarization stirring) for all positions of the platform and the mechanical stirrers and for all frequency points. The measurement procedure is then repeated for every antenna port, also with the unconnected ports terminated in $50 \Omega$, for exactly the same stirrer positions and position of the array inside the chamber. Thus, the field environment is exactly the same when measuring every port. The complex transmission coefficients $S_{21}$ between the connected port and each of the three fixed chamber antennas, as well as the reflection coefficients $S_{11}$ of each of the chamber antennas and $S_{22}$ of the array port, are stored for every stirrer position and frequency point. Finally, we connect the reference antenna to the network analyzer and perform the same measurements as for the array. During the reference measurements, the AUT with all its ports terminated in $50 \Omega$ must be present in the chamber. This is necessary because the loading of the chamber (and thus the Q-factor) needs to be the same during the measurements of both the reference antenna and the AUT. A further reason is that the AUT itself loads the reverberation chamber considerably even when there is a lossy object such as a head phantom inside the chamber ${ }^{26}$.

In a small chamber it is advantageous to use frequency stirring (averaging) to improve accuracy. In such cases we correct the complex samples of $S_{21}$ with mismatch factors due to both $S_{11}$ and $S_{22}$ before the frequency stirring, see (3.41). We also normalize the corrected $S_{21}$ samples to the reference level corresponding to $100 \%$ radiation efficiency. This is obtained from the corrected $S_{21}$ samples measured for the reference antenna, and its known radiation efficiency. We refer briefly to these corrected and normalized samples of $S_{21}$ as the normalized $S_{21}$ values. The normalized $S_{21}$ values represent estimates of the channel matrix $\mathbf{H}$ between the wall antennas and the AUT inside the chamber. Therefore, from the measured S-parameters the diversity gain and capacity can be obtained as explained in preceding sections.

In the above explanations the MIMO channel is considered between the chamber antennas and the multi-port AUT. It is of course also possible to locate two multi-port antennas inside the chamber and measure the MIMO channels between the ports of these two antennas, and evaluate them as a complete MIMO system.
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### 3.7.2 Radiated power, receiver sensitivity and data throughput

Complete mobile devices and cell phones can also be measured in reverberation chambers. The total radiated power is readily measured as follows: first find the chamber transfer function in (3.41) by using a reference antenna with known efficiency. Next measure the radiated power from the phone by connecting a spectrum analyzer or a wireless communication test instrument to the chamber-fixed antennas.

Even more important for wireless internet and multimedia terminals is the receiver sensitivity, because this will directly affect the time for downloading data. The receiver sensitivity is characterized by the signal level needed to give a certain specified Bit Error Rate (BER), or Frame Error Rate (FER) for CDMA systems. When averaged over many directions in the radiation pattern, the limiting static signal level is referred to as the Total Isotropic Sensitivity (TIS). An alternative in reverberation chambers is to measure BER/FER during continuous fading to determine what is referred to as Average Fading Sensitivity (AFS) [27]. The AFS is a more realistic performance parameter than TIS, and, it is much faster to measure. The TIS and AFS are related to each other for the case of flat fading. Flat fading appears when the signal bandwidth is much smaller than the coherence bandwidth of the multipath channel [26]. The research on measurements of active devices in reverberation chamber is reviewed in [28]. The modern LTE (i.e., 4G) systems are very flexible and allows for a dynamically changing data rate. The reverberation chamber has been successively applied to measure data rate throughput.

The work in [29] describes a simple ideal threshold receiver, which explains advanced digital receivers very well. Using this, it is also possible to model throughput in RIMP that is in agreement with what is measured in a reverberation chamber. We will in the next section explain this useful threshold receiver and how it is used for modeling the throughput.

### 3.8 System modeling using digital threshold receiver

The LOS system has a simple path loss formula, known as Friis transmission equation ${ }^{27}$. There exists also a simple average transmission formula for the RIMP environment, for the special case when this is emulated in the reverberation chamber. This is referred to as Hill's equation (3.38). Real environments may also be RIMP, but the transmission formula is of course very different in real-life multipath, because of all the scattering objects. Generally, the received power level decays faster through a scattering environment than in free space. Still the RIMP environment is relevant, and the reverberation chamber emulates its physical properties. We can also remove the effect of the large additional attenuation by calibration with a reference antenna with known total radiation efficiency.

In a modern communication system like the LTE 4G system, the quality of its wireless devices is best characterized by their throughput. This is the data rate versus received power during continuous fading for a fixed modulation and bandwidth. Therefore, it is important to be able to perform repeatable quantitative measurements of throughput. We will here show how this can be done by using a reverberation chamber, and we will also show how we can model it by a simple threshold receiver model [29].
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Figure 3.15: Illustration of measurement setup for measuring an LTE device in reverberation chamber (left) and conducted (right). The device is here shown to be located inside a shielded box outside the reverberation chamber. This makes it possible to use external antennas with known radiation efficiency and correlation, so that we can model the effect of them. However, this is not necessary when characterizing actual devices.

### 3.8.1 The digital threshold receiver

The modern digital receivers contains an $\mathrm{RF}^{28}$ receive amplifier and an analogue to digital transformer. Let us connect a cable (thus, the conducted case) between a base station emulator (i.e., a wireless communication test instrument) and a digital LTE receiver as shown to the right in Fig. 3.15. This corresponds to the stationary case of no fading, referred to by the term Additive White Gaussian Noise (AWGN) in propagation and wireless communication system literature. Then, we observe throughput curves that are very steep, almost like a threshold, see Fig. 3.16. The threshold varies linearly with the system bandwidth. Therefore, system modeling during fading is simplified a lot by introducing an ideal theoretical threshold as shown by the dashed curves in the same graph. Thus, if we know the threshold $P_{t}$, we have for the conducted case

$$
\operatorname{TPUT}_{\text {con }}(P)=\text { TPUT }_{\text {max }} \begin{cases}0 & \text { when } P<P_{t}  \tag{3.45}\\ 1 & \text { when } P>P_{t}\end{cases}
$$

where $P$ is the maximum available power at the port of the receiver, and $\mathrm{TPUT}_{\text {max }}$ is the maximum throughput.

When we locate the digital threshold receiver in a dynamic fading environment, we observe throughput variations due to this threshold. Sometimes the received level is above the threshold and otherwise not, even if the transmitted power is constant. This variation depends on the CDF of the channel. Actually, the relative throughput becomes equal to counting the number of observations that the instantaneous power (i.e., channel) is above the threshold, compared to the total number of observations. Therefore, the relative throughput becomes equal to the Probability of Detection (PoD), i.e., the complement of the outage probability.
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Figure 3.16: Measured (solid) and theoretical (dashed) throughput curves for an LTE device for the conducted AWGN case, i.e., when a cable is connected to the receiving port of the wireless device. The theoretical curves represent the threshold model.

We can express these relations as follows

$$
\begin{equation*}
\operatorname{TPUT}\left(P_{\mathrm{av}}\right)=\operatorname{TPUT}_{\max } \operatorname{PoD}\left(P_{\mathrm{av}} / P_{t}\right)=\operatorname{TPUT}_{\max }\left\{1-\operatorname{CDF}\left(P_{t} / P_{\mathrm{av}}\right)\right\} \tag{3.46}
\end{equation*}
$$

where $P_{\mathrm{av}}$ is the maximum available average received power in the environment, and the CDF is the CDF of the channel. The maximum available average received power is found by i) calibrating the chamber with a single-port reference antenna to find the average transfer function, ii) normalizing this average by the total radiation efficiency of the reference antenna, and iii) multiplying this normalized average with the fixed transmitted power. The normalization corresponds to using a reference antenna with $100 \%$ total radiation efficiency, and thereby get the maximum available average received power. The CDF changes depending upon the signal processing, and therefore we can model the corresponding TPUT improvement if we know the processing algorithms. We have already introduced the MRC algorithm for antenna diversity, and we will now show how this also can be used to model the Orhogonal Frequency Division Multiplexing (OFDM) in the LTE system.

### 3.8.2 Modeling OFDM in LTE 4G system

Previous wireless communication systems suffered from irreducible bit errors if the environment had strong fading with long time delay spreads, i.e., a small coherence bandwidth ${ }^{29}$. The 4G LTE system is benefitting a lot from the OFDM, which represents diversity in the frequency domain. If we have a fading null at one frequency, we can instead benefit from a strong level at another frequency, providing the system bandwidth is larger than the coherence bandwidth. The coherence bandwidth is in a reverberation chamber equal to the average mode bandwidth, and it has a specific inverse relation to the time delay spread [30]. It is possible to achieve realistic coherence bandwidths in a reverberation chamber.

The OFDM is realized as a spectrum of narrow frequency bands. Each band is narrower than normal real-life coherence bandwidths to avoid irreducible bit errors. Together the spectra
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Figure 3.17: Theoretical (a) and measured (b) throughput curves for different system bandwidths and coherence bandwidths of the RIMP (i.i.d.) environment.
of narrow bands make up the system bandwidth. The different OFDM bands are in principle combined by using the MRC algorithm, i.e., by estimating the channels in each band, weight the signal in each band by the estimates, and add them. Thus, this corresponds to diversity in the frequency domain, or simply frequency diversity. We get an SNR improvement if some part of the system bandwidth contains uncorrelated frequency channels. We will model the relative number of uncorrelated frequency bands by

$$
\begin{equation*}
N_{\mathrm{fd}}=\operatorname{NINT}\left(\frac{B_{s}}{B_{c}}\right), \tag{3.47}
\end{equation*}
$$

where NINT is a function taking the nearest integer of its argument, $B_{s}$ is the system bandwidth and $B_{c}$ is the coherence bandwidth. Thus, we get a higher diversity order the larger the $B_{s} / B_{c}$ is.

### 3.8.3 Theoretical and measured results for i.i.d. diversity case

The threshold model has been used to produce theoretical throughput curves by using $a$ ) the measured thresholds in Fig. 3.16, and b) the formula for the frequency diversity in (3.47). The results are plotted for three different system bandwidths and coherence bandwidth in Fig. 3.17a, and the corresponding measured curves in 3.17 b . The measurements have been done in a reverberation chamber. We see that the simple threshold receiver can model very accurately the throughput measured in a RIMP environment. The throughput curves corresponds to the i.i.d. case ${ }^{30}$, which we have achieved in the measurements by using $i$ ) external uncoupled antennas on the device, and $i i$ ) the emulated RIMP environment of the reverberation chamber. Similar curves can be found in [31]. The threshold receiver model shows similar agreement with measured throughput for 2-port diversity antennas, see Fig. 3.18 but note the different efficiencies of the theoretical and measured curves to make them easier
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Figure 3.18: Measured (solid) and theoretical (dashed) OTA LTE throughput for $2 \times 1$ MIMO system (also called SIMO) with externally connected antenna for different LTE system bandwidths and coherence bandwidths. The measured results are for lossy antennas with efficiency of -4 dB while theoretical results are for 0 dB efficient antennas.
to distinguish. Such throughput data rate curves for the i.i.d. case are well known in communication theory, and they can also now be used to characterize commercial LTE devices by measurements in RIMP. The curves represent i.i.d. curves, which means that the performance will be worse for practical implementations of the antenna hardware (due to embedded radiation efficiencies and correlation) and the MIMO and OFDM algorithms.

The threshold receiver has till now only been used for RIMP environment, but it is very useful for producing throughput curves also in other environments, if the statistics of the environments are known. The relative throughput is also equal to a PoD, see (3.46), which makes it very easy to understand and extend, such as to modeling higher level system characteristics on the overall network level. The relation between the CDF and the PoD can be seen in Figure 3.19 for RIMP including both antenna diversity and OFDM.

The theories presented here are shown only for single bitstreams, i.e., diversity. Extensions to more bitstreams are described in the next section (see also [32]-[33]).

### 3.9 MIMO multiplexing to obtain multiple bitstreams

This section deals with the multi-bitstreams case (i.e., spatial multiplexing). In order to use the throughput model in (3.46) we need to diagonalize the channel matrix for each channel realization, i.e., at each instance of it, to determine the SNR of each bitstream at each realization of the channel. Thereafter, we obtain the CDF of the signal of each bitstream by observing the SNR over several realizations, i.e., over several instances such as over an observation time interval, or over a distribution of users. The receiver will usually estimate the channel via a training sequence, and this Channel State Information (CSI) may or may not be available to the transmitter. The CSI cannot be transferred to the transmitting side if the coherence time of the fading is too short. Then, the required short intervals of the feedback will cause too large overhead on the capacity. Nevertheless, for Time Division


Figure 3.19: Theoretical CDF (left) and PoD (right) for the same channel matrix and i.i.d. case. The effect of the antenna diversity (difference between $1 \times 1$ and $2 \times 1$ curves) and the OFDM can clearly be seen in both curves. The diversity gains are illustrated at $1 \%$ level in the CDF graphs. Similar diversity gains can be found at $99 \%$ level in the PoD graphs, but it is better then to read the diversity gains at $10 \%$ level, which has better accuracy.

Duplex (TDD) system the channel will satisfy reciprocity so that the CSI will be known on the transmit side without any feedback. Depending on the availability of the CSI on the transmitting side, the MIMO diagonalization can take different forms, which we will discuss in the following subsection.

### 3.9.1 Diagonalizing the channel matrix

For the case when only the receiver knows the CSI, we will assume that the transmitter transmits each bitstream on different ports of the transmitting antenna. Then, we also assume that the diagonalization is done by processing using the Zero-Forcing ( $Z F$ ) algorithm [34], as illustrated in Fig. 3.20. For each OFDM subcarrier the MIMO channel is assumed to be flat in the same way as in Section 3.8.2, i.e.,

$$
\begin{equation*}
\mathbf{y}=\mathbf{H} \mathbf{x}+\mathbf{n}, \tag{3.48}
\end{equation*}
$$

where $\mathbf{H}$ is the MIMO channel matrix at the subcarrier frequency, $\mathbf{x}$ and $\mathbf{y}$ are the transmitted and received signal vectors (i.e., linear matrices), respectively, and $\mathbf{n}$ is the noise vector with independent identically distributed (i.i.d.) Gaussian elements with a variance of unity ${ }^{31}$. Note also that we do not use any index for the subcarrier in the flat channel model in (3.48), just of notational convenience. Let now $\mathbf{h}_{i}$ be the $i^{\text {th }}$ column of $\mathbf{H}$ and $x_{i}$ be the $i^{\text {th }}$ element of $\mathbf{x}$, where $i=1, \ldots, N_{t}$ (with the number of transmit antennas denoted as $N_{t}$ ). Then, (3.48) can be rewritten as

$$
\begin{equation*}
\mathbf{y}=\mathbf{h}_{i} x_{i}+\sum_{j \neq i} \mathbf{h}_{j} x_{j}+\mathbf{n} . \tag{3.49}
\end{equation*}
$$
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Figure 3.20: *Illustration of a $2 \times 2$ MIMO system with ZF receiver and two transmitted bitstreams.

The first term in the right side of (3.49) corresponds to the $i^{\text {th }}$ (intended) bitstream, and the second term represents the interference with respect to the $i^{\text {th }}$ bitstream caused by all the other bitstreams. A ZF receiver projects the $i^{\text {th }}$ stream into the subspace orthogonal to the one spanned by $\mathbf{h}_{1}, \ldots, \mathbf{h}_{i-1}, \mathbf{h}_{i+1}, \ldots, \mathbf{h}_{N t}$. Note that this projection can be done for any numbers of bitstreams up to the rank of the channel matrix. The rank depends on how independent the different rows of the channel matrix are, or rather how uncorrelated they are when observed over several channel realizations. When the CSI is known at both transmitting and receiving sides, the MIMO channel diagonalization can be done via normal Singular Value Decomposition (SVD). Then, we need to apply beamforming (i.e., precoding) on the transmitting side in addition to a decoding on the receiving side, and the results are that each bitstream will correspond to a distinct eigenmode of the MIMO channel matrix [34]. Let the SVD of $\mathbf{H}$ be

$$
\begin{equation*}
\mathbf{H}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{V}^{H} \tag{3.50}
\end{equation*}
$$

where $\mathbf{U}$ and $\mathbf{V}$ are the unitary matrices, and $\boldsymbol{\Lambda}$ is a diagonal matrix consisting of the singular values of $\mathbf{H}$. Then, the precoding and power allocation (distribution of signal power between the two bitstreams) is done by multiplying the signal vector $\mathbf{s}$ by VP, i.e., $\mathbf{x}=\mathbf{V P s}$, where $\mathbf{P}$ is a diagonal matrix whose elements correspond to the allocated power for each bitstream. The decoding is done by multiplying $\mathbf{y}$ by $\mathbf{U}^{H}, \mathbf{r}=\mathbf{U}^{H} \mathbf{y}$. The resulting parallel MIMO channels are then the rows of this matrix equation

$$
\begin{equation*}
\mathbf{r}=\mathbf{\Lambda} \mathbf{P s}+\mathbf{z} \tag{3.51}
\end{equation*}
$$

where $\mathbf{z}=\mathbf{U}^{H} \mathbf{n}$. Note that $\mathbf{s}$ and $\mathbf{z}$ have the same statistics as $\mathbf{x}$ and $\mathbf{n}$, respectively, because $\mathbf{V}$ and $\mathbf{U}$ are unitary matrices. Depending on the power allocation matrix $\mathbf{P}$, different performance can be achieved (please refer to [34] for details).

The data rate throughput can be modeled for the i.i.d. case in the same way as for single bitstream with MRC algorithm. The CDF is determined by assuming a Gaussian channel, and we apply the threshold receiver to each instance of the two bitstream channels. The OFDM is included with MRC algorithm making the CDF steeper ${ }^{32}$. The throughput for a given number of bitstreams is then obtained as the throughput of all bitstreams when all of them have enough signal level to come above the threshold. Therefore, the throughput of two bitstreams will improve for this case of fixed number of bitstream, by allocating more power to the weakest bitstream channels, so that they all reach the threshold at the same time for each realization. This is referred to as inverse power allocation, see next subsection. This inverse scheme is a result of a practical constraint with a fixed receiver threshold (this

[^44]change in steps when system bandwidths is changed). In Shannon's formula there is no such practical constraints, and then the optimum is to allocate more power to the strongest bitstream channel. This latter is in communication systems literature referred to as waterfilling power allocation.

The resulting beams on the transmitting side (for SVD only) and on the receiving side (for both ZF and SVD) can be plotted as radiation patterns, in the same way as for the MRC single-beam case in Fig. 3.8. However, they become very difficult to interpret in scattering environments with many waves present. They also depend very strongly on the phase relations between the incoming waves, like for the MRC case. We therefore omit presenting such patterns here, and instead present the modeled and measured throughput in RIMP for the 2 -bitstream $2 \times 2$ MIMO case in the next section.

### 3.9.2 Measurements of two bitstreams in reverberation chamber

We will here show measurements of the throughput for a 2-bitstream case by using both ZF and SVD algorithms. For the MRC case we showed measurements on a commercial LTE device and the agreement with the modeling in RIMP was good, even though the algorithm actually used in the commercial devices was not known. We will now show 2-bitstream results achieved when we have full control of the algorithm used in the measurements. This is possible with Software-Defined Radio (SDR), and we use a commercial SDR system by which we can use LabVIEW for the programming of the algorithm.

The sampling rate was set to 400 kHz and each symbol was selected as 8 samples, resulting in a symbol rate of $50 k$ symbols $/ \mathrm{s}$. This allows for a maximum bit rate of 100 kbps with gray coded Quadrature Phase Shift Keying (QPSK). However, due to a large packet overhead, the achievable bit rate was only 33 kbps . The systems settings were operating frequency of 915 MHz , a root raised cosine as the pulse shaping filter with a roll off factor of 0.5 and a length of 6 , and a system bandwidth of 75 kHz . The latter, is much smaller than the 3.5 MHz coherence bandwidth for the measurement setup in the Reverberation Chamber (RC) [7]-[8]. The used RC has a size of $1.75 \times 1.80 \times 1.25 \mathrm{~m}^{3}$, and is equipped with two translating plate stirrers with sizes of $0.97 \times 0.40 \mathrm{~m}^{2}$ and $0.88 \times 0.30 \mathrm{~m}^{2}$, respectively, and a turntable platform with a diameter of about 0.6 cm . It is shown in Fig. 3.13 and was used also for the measurements in Section 3.8. Both transmitting and receiving antennas are wideband triangular-shaped monopole antennas that are orthogonally polarized with sufficient separation to ensure no correlation. The stirrers in the RC run stepwise to 300 positions, and at each stirrer position 200 packets are sent. The measurements are performed over the power range of -60 dBm to -90 dBm . Fig. 3.21 shows the simulated and measured throughputs of $2 \times 2$ MIMO systems using the SDR device and reverberation chamber [33]. It shows the relative throughputs of the SVD-based $2 \times 2$ MIMO systems both with equal and inverse power allocation between the two bitstreams. As a reference, we also plot the relative throughput of the $2 \times 2$ ZF-based MIMO system in the same figure. The solid curves in the figure represent measured throughput and the dashed curves correspond to the simulated throughput using the throughput model. There is good agreement between measurements and simulations. Furthermore, we see that, without the inverse power allocation, the SVDbased MIMO throughput for a fixed MCS is even slightly worse than that of the ZF-based MIMO. The reason is that with SVD, the best eigen-channel is better than for the ZF-case, but the worst eigen-channel is worse (and the probability of detecting two streams equals


Figure 3.21: *Measured (solid curves) and theoretical (dashed curves) throughputs of ZF- and SVD-based $2 \times 2$ MIMO system with and without inverse power allocation.
that of detecting the worst one, when the data rate is fixed).
The normal water-filling power allocation technique puts more power on the best eigenchannel and less in the worst one. Therefore, the relative throughput of an SVD-based MIMO system with water-filling technique will be even worse than the equal power allocation case. Therefore, the water-filling technique is not used in practical systems such as LTE. We see from Fig. 3.21 that the SVD-based MIMO with the inverse power allocation is about 2.5 dB better (in terms of power cost) than that without power allocation and about 1.5 dB better than the ZF-based MIMO system. The results also show that the measurements in reverberation chambers are equal to the i.i.d. case if the antennas are uncoupled. Uncoupled antennas makes the received single amplitudes uncorrelated in RIMP according to (3.13).

### 3.9.3 Quality of throughput in terms of MIMO efficiency

The quality of reception in RIMP of a single bitstream was in Section 3.4 characterized in terms of a diversity gain. This is the improvement in dB of the CDF relative to the Rayleigh-distributed CDF received on an ideal reference antenna. The improvement will in practice be reduced, due to correlation and the embedded element efficiency as explained in Section 3.4.4. Such degradation can be quantified by a diversity-efficiency in dBiid, i.e., the level of the achieved CDF at a certain CDF level relative to the CDF of the i.i.d. case. The multi-bitstream case can similarly be quantified by an MIMO efficiency in dBiid. We will not give details here, but refer to [35].

### 3.10 Example: Polarization diversity and multiplexing in LOS

We will here show a simple LOS example that illustrates the difference between diversity gain and multiplexing efficiency. We choose a very clean case when there are two antennas locating in free space and pointing towards each other. Each of the antennas has two orthogonal linearly polarized ports, but the polarizations on the transmitting and receiving sides are not aligned with each other. Then, we will show how the different diversity and MIMO algorithms handles this case.

### 3.10.1 Single bitstream

Let us first use only one port on the transmitting and receiving sides. Assume that the polarizations corresponding to these ports are $\hat{p}_{t_{1}}$ on the transmitting side and $\hat{p}_{r_{1}}$ on the receiving side. Then, the channel value that corresponds to the received voltage on the receiving port, will be ${ }^{33}$

$$
\begin{equation*}
h_{11}=\hat{p}_{r_{1}} \cdot \hat{p}_{t_{1}}=\cos \left(\phi_{0}\right), \tag{3.52}
\end{equation*}
$$

where $\phi_{0}$ is the angle between the polarization vectors of the transmitting antenna (incident wave) and the receiving antenna, and where we have normalized the channel value to its maximum value for aligned polarizations. For an arbitrary polarization, $\phi_{0}$ will be distributed uniformly between $0^{\circ}$ and $360^{\circ}$, but we can reduce this to the interval $0^{\circ}$ to $90^{\circ}$ by using the symmetric properties of $\left|\cos \left(\phi_{0}\right)\right|$. Then, we can use probability theory to determine the CDF, which becomes

$$
\mathrm{CDF}=1-\arccos \left(\left|h_{11}\right|\right)(2 / \pi) .
$$

This is plotted versus $h_{11}$ in dB in Fig. 3.22. Alternatively, we could evaluate (3.52) in dB for $N$ uniformly distributed values of $\phi_{0}$ on the interval $0^{\circ}-90^{\circ}$ and produce the CDF directly from these values. We see from Fig. 3.22 that there is a $20 \%$ probability of levels being more than 10 dB below the maximum level, and a $10 \%$ probability of levels being lower than 16 dB below the maximum.
Consider now the case of two receiving antenna ports with orthogonal polarizations $\hat{p}_{r_{1}}$ and $\hat{p}_{r_{2}}$. Then, the received voltage on the two receiving ports will be

$$
\begin{equation*}
h_{11}=\hat{p}_{r_{1}} \cdot \hat{p}_{t_{1}}=\cos \left(\phi_{0}\right) \quad \text { and } \quad h_{21}=\hat{p}_{r_{2}} \cdot \hat{p}_{t_{1}}=\cos \left(\phi_{0}+90^{\circ}\right)=\sin \left(\phi_{0}\right) . \tag{3.53}
\end{equation*}
$$

The optimum weights become by using the MRC algorithm the same as the channels themselves, because the channels are real. Thus, by adding the two weighted channel values the received combined voltage becomes (according to (3.14))

$$
\begin{equation*}
h_{\mathrm{MRC}}=\cos ^{2}\left(\phi_{0}\right)+\sin ^{2}\left(\phi_{0}\right)=1 . \tag{3.54}
\end{equation*}
$$

Therefore, by using a 2 -port dual-polarized receive antenna, we get a constant received signal in LOS independent of the polarization of the transmitting antenna. Thus, the MRC algorithm automatically combines the two polarizations on the receiving side to that of the incoming wave. Thus, we have got a polarization diversity gain in LOS of 16 dB at the $10 \%$ CDF
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Figure 3.22: CDF of the received voltage at the port of a linearly polarized antenna receiving an incident wave of arbitrary linear polarization. If two orthogonally polarized receive antenna ports are used, the MRC algorithm gives a constant received level, i.e., the CDF is a vertical line at the 0 dB level.
level, and 10 dB at the $20 \%$ CDF level, by using MRC in combination with a dual-polarized receiving antenna, see Fig. 3.22. This is a much larger diversity gain that what we have in RIMP environment with normal fading.

### 3.10.2 Two bitstreams

Let us now use the second port of the transmitting antenna to generate one more bitstream. Then, the four channels making up the channel matrix become (see Fig. 3.23)

$$
\begin{array}{ll}
h_{11}=\hat{p}_{r_{1}} \cdot \hat{p}_{t_{1}}=\cos \left(\phi_{11}\right), & h_{12}=\hat{p}_{r_{1}} \cdot \hat{p}_{t_{2}}=\cos \left(\phi_{12}\right), \\
h_{21}=\hat{p}_{r_{2}} \cdot \hat{p}_{t_{1}}=\cos \left(\phi_{21}\right), & h_{22}=\hat{p}_{r_{2}} \cdot \hat{p}_{t_{2}}=\cos \left(\phi_{22}\right) . \tag{3.55}
\end{array}
$$



Figure 3.23: Illustration of polarizations of transmitting and receiving antennas.

The optimum excitation (i.e., weight) for receiving bitstream 1 with MRC will be (see Fig. 3.7 and (3.14))

$$
w_{11}=h_{11}^{*}=\hat{p}_{r_{1}} \cdot \hat{p}_{t_{1}}=\cos \left(\phi_{11}\right), \quad w_{21}=h_{21}^{*}=\hat{p}_{r_{2}} \cdot \hat{p}_{t_{1}}=\cos \left(\phi_{21}\right)
$$

and correspondingly for bitstream 2

$$
w_{12}=h_{12}^{*}=\hat{p}_{r_{1}} \cdot \hat{p}_{t_{2}}=\cos \left(\phi_{12}\right), \quad w_{22}=h_{22}^{*}=\hat{p}_{r_{2}} \cdot \hat{p}_{t_{2}}=\cos \left(\phi_{22}\right)
$$

This gives then the two combined received voltages

$$
\begin{aligned}
& h_{b_{1}}=h_{11} \cdot w_{11}+h_{21} \cdot w_{21}=\cos ^{2}\left(\phi_{11}\right)+\cos ^{2}\left(\phi_{21}\right)=1, \\
& h_{b_{2}}=h_{12} \cdot w_{12}+h_{22} \cdot w_{22}=\cos ^{2}\left(\phi_{12}\right)+\cos ^{2}\left(\phi_{22}\right)=1 .
\end{aligned}
$$

The reason both becomes unity is the same as for (3.54), i.e., the two polarizations on the transmitting side are orthogonal so that $\phi_{11}$ and $\phi_{21}$ are separated by $90^{\circ}$, as well as $\phi_{12}$ and $\phi_{22}$. The interference between the two bitstreams is determined by

$$
h_{b_{1}}=h_{11} \cdot w_{12}+h_{21} \cdot w_{22}=\cos \left(\phi_{11}\right) \cos \left(\phi_{12}\right)+\cos \left(\phi_{21}\right) \cos \left(\phi_{22}\right)=0
$$

The reason of the zero value is that $\phi_{11}$ and $\phi_{21}$ are separated by $90^{\circ}$, as well as $\phi_{11}$ and $\phi_{22}$ equal. Thus, for this special case it worked to use MRC twice to determine the bitstream channels.

Thus, the MRC algorithm is able to ideally decouple any two orthogonal linearly polarized incoming waves, provided we use orthogonal linearly polarized receive antennas with the same directive gain for both polarizations. We get two ideal CDFs of the same level, but we have increased the power by a factor two when introducing the second polarization.
This ideal transmission of two bitstreams would not have worked if the two receiving antennas had not been orthogonal. Then, we have to use the ZF algorithm in order to decouple them, and the CDF performance would degrade. If the transmitting antennas had not been orthogonal, we could have used SVD to decouple the channels with best performance, but that would have required even a processing of the excitations on the transmitting side.

### 3.11 Antennas for use on handsets

The antennas that are used on handsets can be of any type. The most important is that they can be miniaturized. The size fundamental size limitations on small antennas are treated in Chapter 11. The smaller they are the more narrow bandwidth. We will not explain any examples of small antennas in this textbook, because there are so many of them. They are known under names such as inverted-F antennas, Planar Inverted-F Antennas (PIFAs), dielectric resonator antennas. The inverted-F antenna can be made of metal wires or strips. The PIFA is a half microstrip patch antenna grounded at the end ${ }^{34}$. Many small antennas are reviewed in [36].
The mutual coupling analysis of multi-port small antennas are important, because the correlation in RIMP decrease if the mutual coupling decrease as already seen from equation (3.13). Several techniques exist to reduce it in order to reduce the mutual coupling between small antennas, such as those in [37]-[39].
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### 3.12 Exercises

1. Diversity gain from S-parameters: The diversity gain can be found from the S-parameters of lossless 2-port antennas. Eq. 3.13 requires that we also know the phase of the S-parameters, but often we do not know that. Use the S-parameters in Fig. 3.6 for $0.1 \lambda$ and $0.4 \lambda$ spacing between the two dipoles, and the results in Fig. 3.9 to determine what the phase of $S_{11}^{*} S_{21}$ must be. The two dipoles are identical.
We now assume that the two dipoles are fed by coaxial cables with 0.5 dBloss . If the $\mathrm{S}-$ parameters were measured with these cables, what is then the effective diversity gain?
2. Radiation patterns of MRC arrays: Look at the far-fields of short slots in Chapter 5, and modify the equations in Section 3.4.2 for the case that the two slots are oriented along the $x$-axes. Make a small Matlab program and see how the new element pattern affects the far-field of the 2-port arrays when MRC is used for the same incident wave examples as in Section 3.4.2. Make simulations also for a larger array of 4 ports. What can we say about the main lobes of the radiation patterns when we have 1, 2, 4 and 6 incident waves? Change the phases of the waves and observe how the lobes change.
3. Diversity gain from incomplete CDFs: We need to have almost 1000 samples of the channels in order to have a reasonable accuracy of the CDF at $1 \%$ level. This takes a long time to measure, and if we do not have the far-field patterns we cannot simulate it either. Also, most small antennas for mobile phones are quite lossy, so we cannot use the simpler Sparameter equations. An alternative is then to measure the embedded total radiation efficiency and the correlation, and to estimate the diversity gain from the equations in Section 3.4.4. The reason is that the embedded efficiency and the correlation converges much faster than the CDFs at $1 \%$ level. Make a simulation of two CDFs and determine the difference in accuracy as a function of the number of samples for both approaches. Compare the uncertainty of the diversity gain with the uncertainty of the estimate of the average power level of the CDF, see (3.42) in Section 3.6.6.
4. Average power transfer function in reverberation chamber: Hill's formula (3.38) describes the average power transfer function in a reverberation chamber. Use Matlab and plot Hill's formula as a function of frequency for the reverberation chamber in [26] for different mode bandwidths. You will in [26, Table I] find mode bandwidths between 1 and 10 MHz obtained by different loadings of the chamber. Plot also the free space attenuation from one of the wall antennas to the AUT when you assume that the distance is half the largest chamber width. How much larger is the transfer function through the chamber than the free space attenuation at 1 GHz for $1 \mathrm{MHz}, 5 \mathrm{MHz}$ and 10 MHz average mode bandwidths?
5. Polarization diversity and multiplexing in LOS: The diversity by MRC combination and MIMO multiplexing concepts are very easy to illustrate and understand for directive antennas in Line-Of-Sight (LOS). Consider the same as in Section 3.10, i.e., two antennas pointing against each other and both being located in the far-field of each other. Note that some of the points below were treated already in Section 3.10, but we have extended them with circular and non-orthogonal polarizations.
a) Let the two antennas be linearly polarized, and let the polarizations of both antennas be aligned. Write the expression for the transferred power between them. Take then and rotate the polarization of one of the antennas. Plot the received power level in dB relative to the maximum, i.e., the reference level.
b) Assume that the transmit antenna is circularly polarized. What is now the received power in dB relative to the maximum in $a$ ) when the transmit antenna is rotated around the pointing axis towards the receiving antenna?
c) The level variation in $a$ ) is representative for the case when the polarization of the incident wave on the receiving antenna is random. Introduce now a 2-port antenna on the receiving
side, and combine the two ports with the MRC algorithm. How does now the received power vary with rotation angle of the transmitting antenna, for the cases in $a$ ) and $b$ )? Use the same reference level as before.
d) Introduce now a 2 -port antenna also on the transmitting side. The two ports excite orthogonal linear polarizations. Divide the transmitting power between the two ports. Use the MRC algorithm to combine all four channels. What is not the received power variation for the cases in $a$ ) and $c$ )?
e) Repeat d) when the polarizations of the two receiving antennas are not orthogonal, with an angular error of $\Delta \Phi_{\mathrm{pol}}$. How does now the received power vary?
f) Repeat d) and $e$ ), when the ZF algorithm is used, to generate two bitstreams.
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## Chapter 4

## The theory of radiation from current sources

The purpose of this chapter is to introduce Maxwell's equations, which govern radiation, scattering and propagation of electromagnetic fields. We will also present some general concepts which facilitate the use of these equations such as the equivalence and imaging principles. We will emphasize the integral form of Maxwell's equations from which radiation fields from known current distributions can be directly calculated. The integrands are expressed in terms of vector dyadic Green's functions for sources in free space, which make the notation more compact and easier to interpret. The equivalence principle allows us to introduce equivalent sources, making the vector dyadic Green's functions even more usable. The term Green's function is commonly used to denote a point source response.

In most of the calculations in this book, we treat antennas under the presumption that we know approximately the physical or equivalent current distributions. Therefore, we can use the vector dyadic Green's functions to find the radiation fields by direct analytical or numerical integration over these currents. For the antennas in this book, this approach is quite accurate if the dimensions are within the limits where the approximate current distributions are valid.

Advanced antenna design involves calculation of the actual current or field distributions. This is normally done numerically (e.g., by the Method of Moments). We will in the last section of this chapter introduce the basics of the Method of Moments. This will be useful in later chapters to derive formulas for the self-impedances of dipoles, slots and microstrip antennas using only one or two expansion functions. These formulas lead to the classical impedance formulas for dipoles and slots.

### 4.1 Maxwell's equations

We introduce Maxwell's equations for time-harmonic fields and the standard boundary conditions that apply to these fields at material interfaces. We also describe the related "soft" and "hard" boundary conditions that are commonly used in acoustics and in diffraction theory.

They facilitate the interpretation of electromagnetic field behavior in the vicinity of some material boundaries. Furthermore, we introduce the electric and magnetic vector potentials and the related integral forms of Maxwell's equations. These vector potentials are commonly used in the antenna theory, and therefore must be studied. However, we will not use them in this book. Instead we introduce the alternative direct vector integral forms of the E- and H-fields in Section 4.2, and continue using these in the rest of the book. These forms are often referred to as dyadic Green's functions and are derived in Appendix A.

### 4.1.1 Differential form

The original Maxwell's equations contain time-differentiation of the electric and magnetic fields. However, for linear materials and harmonic time variation, these differentiations can be replaced by the factor $j \omega$. This gives the following time-harmonic form of the four basic Maxwell's equations for single-valued, smooth, bounded fields:

$$
\begin{gather*}
\nabla \times \mathbf{E}=-j \omega \mathbf{B}-\mathbf{M}  \tag{4.1}\\
\nabla \times \mathbf{H}=j \omega \mathbf{D}+\mathbf{J}  \tag{4.2}\\
\nabla \cdot \mathbf{D}=q_{e}  \tag{4.3}\\
\nabla \cdot \mathbf{B}=q_{m} \tag{4.4}
\end{gather*}
$$

where $\mathbf{J}$ and $\mathbf{M}$ are associated electric and magnetic source current densities representing the sources of the E-, D-, H- and B-fields, and $q_{e}$ and $q_{m}$ are the electric and magnetic charge densities. These basic equations contain four different fields; the electric field E , most simply referred to as the E-field, the magnetic field H referred to as the H -field, and two proportional D- and B-fields, respectively, that only play a role in specific materials. Therefore, we will not treat D- and B-fields explicitly in this text, but only implicitly via their relation to the E- and H-fields in (4.6) and (4.7) below.

The so-called charge continuity equation can be derived from (4.2) and (4.3) to be

$$
\begin{equation*}
\nabla \cdot \mathbf{J}=-j \omega q_{e} \tag{4.5}
\end{equation*}
$$

and correspondingly for magnetic currents and charge densities. The magnetic source currents and charges do not exist in reality, and they were not included in the original Maxwell's equations. But modern field calculations are considerably simplified by using equivalent magnetic currents.
The D- and B-fields are functions of the E- and H-fields. For fields in linear and isotropic media, they are simply proportional to them:

$$
\begin{align*}
\mathbf{D} & =\varepsilon \mathbf{E}  \tag{4.6}\\
\mathbf{B} & =\mu \mathbf{H} \tag{4.7}
\end{align*}
$$

where $\varepsilon$ is the permittivity and $\mu$ is the permeability of the medium at the point where fields are being considered. It is most common to work with the relative material parameters which are defined by the relations

$$
\begin{equation*}
\varepsilon=\varepsilon_{r} \varepsilon_{0}, \quad \varepsilon_{r}=\varepsilon_{r}^{\prime}-j \varepsilon_{r}^{\prime \prime}, \tag{4.8}
\end{equation*}
$$

$$
\begin{equation*}
\mu=\mu_{r} \mu_{0}, \quad \mu_{r}=\mu_{r}^{\prime}-j \mu_{r}^{\prime \prime} \tag{4.9}
\end{equation*}
$$

where $\varepsilon_{r}$ is the relative permittivity and $\varepsilon_{0}$ is the permittivity in free space, and where $\mu_{r}$ is the relative permeability and $\mu_{0}$ is the permeability in free space ${ }^{1}$. For lossy media the $\varepsilon_{r}$ and $\mu_{r}$ are complex-valued, with the imaginary parts $\varepsilon_{r}^{\prime \prime}$ and $\mu_{r}^{\prime \prime}$ representing losses.

In conducting materials, the following relation is valid inside the material,

$$
\begin{equation*}
\mathbf{J}=\sigma \mathbf{E} \tag{4.10}
\end{equation*}
$$

where $\sigma$ is the conductivity of the medium in Siemens/meter $(\mathrm{S} / \mathrm{m}) .{ }^{2}$ In the time-harmonic form of Maxwell's equations (see (4.2)), it is possible to represent $\sigma$ as an imaginary part $\varepsilon_{r}^{\prime \prime}$ of $\varepsilon_{r}$, and visa versa, by using

$$
\sigma=\omega \varepsilon_{0} \varepsilon_{r}^{\prime \prime}, \quad \text { or alternatively } \quad \sigma=\varepsilon_{r}^{\prime} \cdot \tan \delta /(60 \lambda)
$$

where $\lambda$ is the free space wavelength defined on page 131 , and $\tan \delta=\varepsilon_{r}^{\prime \prime} / \varepsilon_{r}^{\prime}$ is called the loss tangent or loss factor. The latter expression of $\sigma$ is obtained from the first one by using (4.29) ${ }^{3}$. In this book we will only treat Perfect Electric Conductors (PECs) for which $\sigma \rightarrow \infty$. Most conductors can be approximated as PECs in antenna problems provided they are thicker than the penetration depth of the fields for the conducting material. The penetration depth (also called skin depth) can be derived for plane wave incidence on planar interfaces of good conductors [1] to be

$$
\begin{equation*}
\tau=\sqrt{\frac{\lambda}{\pi \eta \sigma \mu_{r}}} \tag{4.11}
\end{equation*}
$$

where $\eta=\sqrt{\mu_{0} / \varepsilon_{0}}=377 \Omega$ is the free space wave impedance ${ }^{4}$.
The material parameters usually have different values in different frequency bands (i.e., they exhibit discontinuities). They can be found tabulated in handbooks (e.g., in [2]). Some sample values are given in the tables in Appendix D. These tables also include corresponding propagation losses or penetration depths at different frequencies. Note that the D- and Bfields are of no importance in antenna analysis due to the simple material relations. We do not use them in this book.

### 4.1.2 Standard boundary conditions

The boundary conditions that apply to the electromagnetic fields on material interfaces can be derived from Maxwell's equations. Here we simply state them. We assume that

$$
\begin{equation*}
\hat{\mathbf{n}} \times\left(\mathbf{E}_{2}-\mathbf{E}_{1}\right)=-\mathbf{M}_{S}, \quad \hat{\mathbf{n}} \times\left(\mathbf{H}_{2}-\mathbf{H}_{1}\right)=\mathbf{J}_{S}, \tag{4.12}
\end{equation*}
$$

where $\mathbf{E}_{1}$ and $\mathbf{H}_{1}$ are the fields in region $1, \mathbf{E}_{2}$ and $\mathbf{H}_{2}$ are the fields in region $2, \hat{\mathbf{n}}$ is the normal vector to the interface pointing into region 2 , and $\mathbf{J}_{S}$ and $\mathbf{M}_{S}$ are the electric
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Figure 4.1: The boundary conditions between two regions filled with different materials, (a) Two dielectric regions, (b) PEC in region 1, (c) PMC in region 1.
and magnetic surface current densities at the boundary between these regions (see Fig. 4.1). These boundary conditions are written in vector form. What they actually state is that if the tangential components of $\mathbf{E}$ and $\mathbf{H}$ are discontinuous at a surface, the discontinuity must be equal to the surface current densities $\mathbf{M}_{S}$ and $\mathbf{J}_{S}$, respectively.

At the surfaces of dielectric and magnetic materials there can be no physical currents, so we get

$$
\begin{array}{lll}
\hat{\mathbf{n}} \times\left(\mathbf{E}_{2}-\mathbf{E}_{1}\right)=0 \\
\hat{\mathbf{n}} \times\left(\mathbf{H}_{2}-\mathbf{H}_{1}\right)=0 & \text { i.e., } & \left(\mathbf{E}_{2}-\mathbf{E}_{1}\right)_{\tan }=0  \tag{4.13}\\
\left(\mathbf{H}_{2}-\mathbf{H}_{1}\right)_{\tan }=0
\end{array}
$$

These conditions mean that the tangential E- and H-field components are continuous. Moreover, inside a $P E C$ all fields are zero, and at its surface there can only exist electric currents. Therefore, if region 1 is a PEC, we get from (4.12)

$$
\begin{equation*}
\hat{\mathbf{n}} \times \mathbf{E}_{2}=0, \quad \hat{\mathbf{n}} \times \mathbf{H}_{2}=\mathbf{J}_{S}, \tag{4.14}
\end{equation*}
$$

which means that the tangential E-field is zero at the PEC, and that the tangential H -field equals the surface current density. Magnetic conductors do not exist naturally, but sometimes they are convenient tools in electromagnetic analysis. Therefore, it is important to know that the boundary conditions on a hypothetical Perfect Magnetic Conductor (PMC) are

$$
\begin{equation*}
\hat{\mathbf{n}} \times \mathbf{E}_{2}=-\mathbf{M}_{S}, \quad \hat{\mathbf{n}} \times \mathbf{H}_{2}=0, \tag{4.15}
\end{equation*}
$$

which means that the tangential H-field is zero. Inside PMCs all fields are zero, in the same way as for PECs.


Figure 4.2: Short-circuited nonradiating electric current source on PEC, and radiating magnetic current source on the same PEC.

### 4.1.3 Impressed current sources on PECs

Consider an impressed incremental electric current source $\mathbf{J}_{i}=I_{0} \delta\left(\mathbf{r}-\mathbf{r}_{S}\right) \hat{\mathbf{t}}$ located tangentially at a point $\mathbf{r}_{S}$ at the surface of a PEC of arbitrary shape ${ }^{5}$, see Fig. 4.2. This will induce electric currents on the PEC in such a way that the boundary conditions of the PEC are satisfied, i.e., $\hat{\mathbf{n}} \times \mathbf{E}=0$ at the surface and $\mathbf{E}=\mathbf{H}=0$ inside the PEC.

Let us assume that the induced electric current is given by

$$
\begin{equation*}
\mathbf{J}_{S}=-\mathbf{J}_{i}=-I_{0} \delta\left(\mathbf{r}-\mathbf{r}_{S}\right) \hat{\mathbf{t}} . \tag{4.16}
\end{equation*}
$$

This makes the total current

$$
\begin{equation*}
\mathbf{J}_{\mathrm{tot}}=\mathbf{J}_{i}+\mathbf{J}_{s}=0, \tag{4.17}
\end{equation*}
$$

which means that the total field is zero as well, because there is no source for the fields. This clearly satisfies the boundary conditions. Therefore, according to the uniqueness theorem ${ }^{6}$, the solution to the field problem is the null-field. Note that the above argumentation is valid for PECs of any shape, and it has nothing to do with imaging ${ }^{7}$.

We often express (4.17) as the impressed electric source current being short-circuited when located tangentially at a PEC. This expression probably came from practical half-wave electric dipole antennas. When they are located on a ground plane in direct metal contact with it, the voltage over the feed gap is short-circuited and no radiating currents are induced.

Consider now a magnetic source current $\mathbf{M}_{i}=M_{0} \delta\left(\mathbf{r}-\mathbf{r}_{S}\right) \hat{\mathbf{t}}$ located tangentially on the surface of the same PEC. This will also induce electric currents on the PEC in a way that the boundary conditions are satisfied. This situation presents a difficult field problem that normally must be solved numerically, except for some special cases. Such a special case exists when the PEC is a plane, in which case an analytical solution exist. For the plane PEC case, the induced electric currents that make the total field satisfy the boundary condition are $\mathbf{J}_{S}=\hat{\mathbf{n}} \times \mathbf{H}_{t}$ where $\mathbf{H}_{t}$ is the H-field caused by a magnetic current source, $\mathbf{M}_{t}=2 M_{0} \delta\left(\mathbf{r}-\mathbf{r}_{S}\right) \hat{\mathbf{t}}$, radiating into homogeneous space (i.e., the H -field caused by $\mathbf{M}_{i}$ and its image $\left.\mathbf{M}_{\mathrm{img}}=\mathbf{M}_{i}\right)^{8}$. Note that the E - and H -fields never vanish when a tangential magnetic current is located on a

[^48]PEC, because only electric currents can be induced at the PEC surface. There is no way to add electric and magnetic currents, which flow in the same plane, in such a way that the resulting total field is zero.

### 4.1.4 Soft and hard boundary conditions

Soft and hard boundary conditions are commonly used to separate two different polarization cases in edge diffraction theory. The terminology itself comes from acoustics (see e.g., [3]), where the acoustic pressure $p$ is zero at the soft surface, i.e.,

$$
p=0 .
$$

Furthermore, the derivative of $p$ normal to a hard surface is zero, i.e.,

$$
\frac{\partial p}{\partial n}=0 .
$$

The latter condition states that the acoustic pressure has a maximum or minimum at the hard surface. The nomenclature comes from the fact that one feels respectively soft or hard when touching these acoustic materials. Both cause total reflection of an acoustic wave.

The soft and hard boundary conditions appear also in electromagnetics. To illustrate this, we study a two-dimensional (2D) PEC structure oriented along the $z$-axis, and we illuminate it by a plane wave incident normal to the structure (see Fig. 4.3). If the plane wave is polarized in $z$-direction, i.e., the $\mathrm{TM}_{z}$ (transverse magnetic to $z$ ) or H-plane case, the boundary condition in (4.14) gives

$$
\begin{equation*}
E_{z}=0 \tag{4.18}
\end{equation*}
$$

at the surface of the PEC, which is a soft boundary condition. Consider also a plane wave that is polarized with the H -field in $z$-direction, i.e., the $\mathrm{TE}_{z}$ (transverse electric to $z$ ) or E-plane case. Then, it is possible to show that $\hat{\mathbf{n}} \times \mathbf{E}=0$ corresponds to

$$
\begin{equation*}
\frac{\partial E_{n}}{\partial n}=0 ; \quad E_{n}=\hat{\mathbf{n}} \cdot \mathbf{E}=\sqrt{E_{x}^{2}+E_{y}^{2}} \tag{4.19}
\end{equation*}
$$

at the surface of the PEC (see Fig. 4.3), where $E_{n}$ is the component of the E-field which is normal to the surface of the PEC, and $\partial E_{n} / \partial n$ means the derivative of $E_{n}$ normal to the surface. This is a hard boundary condition. Thus, the boundary conditions of the PEC cylinder are soft for the $\mathrm{TM}_{z}$ case and hard for the $\mathrm{TE}_{z}$ case. These two boundary conditions appear also approximately in respectively the H - and E-planes of metallic antenna structures with two planes of symmetry.

The soft boundary condition is readily understood to stop the wave propagation along the surface as it makes the power density vector $\left(\mathbf{E} \times \mathbf{H}^{*}\right) / 2$ zero at and along the surface, whereas the hard boundary condition enhances wave propagation along the surface. Both these characteristics are clearly observed in the contour plots of the fields around thin metal cylinders with circular and rhombic cross section in Fig. 4.3. When the cylinder is removed there would only be a plane wave, i.e., a homogenous level of 0 dB . Therefore, the ripples on the contour plots are due to the scattered field from the cylinder. The shadow behind the cylinder is much smaller for the $\mathrm{TE}_{z}$ than for the $\mathrm{TM}_{z}$ case. Also, for the rhombic


Figure 4.3: Contour plots of total E-field in the cross section around a PEC cylinder when there is an incident plane wave from the left. The two left-most graphs show a cylinder with circular cross section for $\mathrm{TM}_{z}$ (H-plane) and $\mathrm{TE}_{z}$ (E-plane) cases. The two right-most graphs show the same for a cylinder with rhombic cross section. The soft boundary condition appears for $\mathrm{TM}_{z}$ polarization, and the hard boundary condition for $\mathrm{TE}_{z}$ polarization. Both cylinders have a width of half wavelength in $y$-direction. For larger widths there gradually becomes a shadow also for the $\mathrm{TE}_{z}$ case.
cylinder the shadow is seen to vanish for the hard $\mathrm{TE}_{z}$ case. This will happen for all narrow cross-sections.

There exist ways to create polarization independent soft surfaces for electromagnetic waves, e.g., by providing a metal conductor with corrugations. This can be used to make the boundary conditions equal in the E- and H-planes of antennas with two planes of symmetry, and, in particular of rotationally symmetric $B O R_{1}$ antennas. Corrugated circular horn antennas are considered in Chapter 7 of this book. The polarization-independent hard surfaces can be realized by dielectric-filled corrugations, or by metal strips on a dielectric coating. This will reduce the shadow of cylinders with oblong cross sections for any polarization of a wave with known angle of arrival [4].

Once more it must be emphasized that the standard boundary conditions ${ }^{9}$ must always be used in all accurate field analyses. In contrast, the soft and hard boundary conditions in (4.18) - (4.19) are most convenient for interpreting field behavior. Such interpretations are in particular important during the initial design of antennas and during problem solving. The boundary conditions in (4.18) - (4.19) are only ideally equivalent to the standard boundary conditions for some special cases, such as for 2D problems. The terms soft and hard boundary conditions are commonly used in diffraction theory [5] where there exists different soft and hard diffraction coefficients for the two cases. The terms can also be used to define artificial soft and hard surfaces which have soft and hard boundary conditions for any polarization [6]. The soft surface can be realized by corrugations ${ }^{10}$.

The small scattering from a wire for the $T E$ case is used in wire grids to create polarization dependent reflectors. If thin $z$-directed wires are located close together without touching each other, they will reflect the $\mathrm{TM}_{z}$ polarization, and the $\mathrm{TE}_{z}$ polarization will be transmitted with very low transmission loss.

### 4.1.5 Auxiliary vector potentials

It is common to introduce a magnetic vector potential $\mathbf{A}$ and an electric vector potential $\mathbf{F}$ in order to facilitate the solution of Maxwell's equation for sources located in homogeneous

[^49]space, see e.g., [1]. Neither A nor F have physical interpretations, and they cannot be measured. What makes them attractive is that they are solutions to the inhomogenous Helmholz equations:
\[

$$
\begin{align*}
& \nabla^{2} \mathbf{A}(\mathbf{r})+k^{2} \mathbf{A}(\mathbf{r})=-\mu \mathbf{J}\left(\mathbf{r}^{\prime}\right)  \tag{4.20}\\
& \nabla^{2} \mathbf{F}(\mathbf{r})+k^{2} \mathbf{F}(\mathbf{r})=-\varepsilon \mathbf{M}\left(\mathbf{r}^{\prime}\right) \tag{4.21}
\end{align*}
$$
\]

When $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ and $\mathbf{M}\left(\mathbf{r}^{\prime}\right)$ are surface current distributions, the solutions to these two equations in homogeneous space are

$$
\begin{align*}
& \mathbf{A}(\mathbf{r})=\mu \iint_{A_{c}} \mathbf{J}\left(\mathbf{r}^{\prime}\right) \Psi\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d S^{\prime},  \tag{4.22}\\
& \mathbf{F}(\mathbf{r})=\varepsilon \iint_{A_{m}} \mathbf{M}\left(\mathbf{r}^{\prime}\right) \Psi\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d S^{\prime}, \tag{4.23}
\end{align*}
$$

where the scalar Green's function in these equations is

$$
\begin{equation*}
\Psi(R)=\frac{1}{4 \pi R} e^{-j k R} ; \quad R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \tag{4.24}
\end{equation*}
$$

where $k$ is the wavenumber. The integrals are taken over the surfaces $A_{e}$, containing the source currents $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$, and $A_{m}$ containing $\mathbf{M}\left(\mathbf{r}^{\prime}\right)$. The E- and H-fields resulting from $\mathbf{A}$ and $\mathbf{F}$ can be derived from Maxwell's equations and known vector operations. They are given by

$$
\begin{align*}
& \mathbf{E}(\mathbf{r})=-j \omega \mathbf{A}(\mathbf{r})-j \frac{1}{\omega \mu \varepsilon} \nabla(\nabla \cdot \mathbf{A}(\mathbf{r}))-\frac{1}{\varepsilon} \nabla \times \mathbf{F}(\mathbf{r}),  \tag{4.25}\\
& \mathbf{H}(\mathbf{r})=-j \omega \mathbf{F}(\mathbf{r})-j \frac{1}{\omega \mu \varepsilon} \nabla(\nabla \cdot \mathbf{F}(\mathbf{r}))+\frac{1}{\mu} \nabla \times \mathbf{A}(\mathbf{r}) . \tag{4.26}
\end{align*}
$$

When $\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ is large, i.e., in the far-field region, we have

$$
\begin{align*}
& \mathbf{E}(\mathbf{r})=-j \omega[\mathbf{A}(\mathbf{r})-(\mathbf{A}(\mathbf{r}) \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}]+j \omega \eta \hat{\mathbf{r}} \times \mathbf{F}(\mathbf{r})  \tag{4.27}\\
& \mathbf{H}(\mathbf{r})=-j \omega[\mathbf{F}(\mathbf{r})-(\mathbf{F}(\mathbf{r}) \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}]-j \frac{\omega}{\eta} \hat{\mathbf{r}} \times \mathbf{A}(\mathbf{r}) \tag{4.28}
\end{align*}
$$

It is very common to use the vector potentials $\mathbf{A}$ and $\mathbf{F}$ and (4.25) - (4.28) in antenna analyses. The first two of these equations are very laborious to use as they contain several differential operations. The far-field versions are easier to use. The first version also contains the inconvenient parameters $\omega, \mu$ and $\varepsilon$ as separate constants. If Eq. (4.22) - (4.24) are inserted for $\mathbf{A}$ and $\mathbf{F}$ in (4.27) and (4.28), the $\omega, \mu$ and $\varepsilon$ can be removed from the equations and replaced by more practical parameters such as the wavenumber $k$ and the wave impedance $\eta$. This removal of $\omega, \mu$ and $\varepsilon$ can be done by using the following simplification relations

$$
\begin{equation*}
k=\omega \sqrt{\mu \varepsilon}, \quad \eta=\sqrt{\frac{\mu}{\varepsilon}}, \quad \omega \mu=k \eta, \quad \omega \varepsilon=k / \eta \tag{4.29}
\end{equation*}
$$

The most complicated second term in (4.25) can also be expressed in terms of a scalar electric potential $\phi$, which is defined by ${ }^{11}$

$$
\begin{align*}
& \phi_{e}(\mathbf{r})=\frac{1}{\varepsilon} \iint_{A_{c}} q_{e}\left(\mathbf{r}^{\prime}\right) \Psi\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d S^{\prime} ;  \tag{4.30}\\
& q_{e}\left(\mathbf{r}^{\prime}\right)=-\frac{1}{j \omega} \nabla \cdot \mathbf{J}\left(\mathbf{r}^{\prime}\right),
\end{align*}
$$

[^50]where $q_{e}$ is the electric charge density ${ }^{12}$. Then, (4.25) becomes
\[

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=-j \omega \mathbf{A}-\nabla \phi_{e}(\mathbf{r})-\frac{1}{\varepsilon} \nabla \times \mathbf{F}(\mathbf{r}) . \tag{4.31}
\end{equation*}
$$

\]

Correspondingly, we can define magnetic charge by

$$
q_{m}\left(\mathbf{r}^{\prime}\right)=-\frac{1}{j \omega} \nabla \cdot \mathbf{M}\left(\mathbf{r}^{\prime}\right)
$$

and (4.26) becomes

$$
\begin{gather*}
\mathbf{E}(\mathbf{r})=-j \omega \mathbf{F}(\mathbf{r})-\nabla \phi_{m}(\mathbf{r})+\frac{1}{\eta} \nabla \times \mathbf{A}(\mathbf{r}),  \tag{4.32}\\
\phi_{m}(\mathbf{r})=\frac{1}{\eta} \iint_{A_{m}} q_{m}\left(\mathbf{r}^{\prime}\right) \Psi\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d S^{\prime} \tag{4.33}
\end{gather*}
$$

In this book we will choose a more convenient way to calculate the E-and H -fields resulting from known electric and magnetic currents. Through these currents, the E- and H-fields can be obtained directly by integration both in the near and far-field regions. No differentiation is needed. These relations are most commonly known as vector dyadic Green's functions and will be given in their vector integral forms in the next section.

The vector potential formulations have their advantages when dealing with reactive nearfields, such as when computing radiation reactances and susceptances. They are also convenient when deriving integral equations needed for calculating the current distributions accurately by numerical methods. We will not derive such integral equations in this book. However, we will in Section 4.7.1 introduce a numerical algorithm based on (4.32), which we later use for impedance calculations.

### 4.2 Vector integral forms of the E - and H -fields

The advantage of using the auxiliary vector potentials $\mathbf{A}$ and $\mathbf{F}$ is that they have a scalar Green's function. However, as described at the end of the previous section, the equations by which the E- and H-fields can be calculated from $\mathbf{A}$ and $\mathbf{F}$ are complicated and not convenient. The expressions to follow do not suffer from these disadvantages. They are derived in Appendix A by performing the differential operations in (4.25) - (4.26) on the scalar Green's function instead of on $\mathbf{A}$ and $\mathbf{F}$, and by exchanging the order of integration and differentiation.

We choose in the next subsection to express the vector integral forms for the E - and H -fields in terms of the wavenumber $k$ and the wave impedance $\eta$, and not making use of $\omega, \mu$ and $\varepsilon$. The wavenumber is convenient in equations, whereas its numerical value makes little sense. We instead use the wavelength $\lambda=2 \pi / k$ when presenting practical numerical values. The wavelength and the wavenumber depend on the medium which in this book mainly is free space, for which the wavelength $\lambda$ becomes

$$
\lambda=\frac{c}{f}, \quad \text { i.e., } \quad \lambda[m m]=300 / f[G H z]
$$

[^51]where $c=1 / \sqrt{\mu_{0} \varepsilon_{0}}=2.99790 \times 10^{8} \mathrm{~m} / \mathrm{s} \approx 300 \mathrm{~mm} / \mathrm{ns}$ is the phase velocity in free space and $f$ is the frequency at which the calculations are done. This frequency is related to the angular frequency $\omega$ by $f=\omega / 2 \pi$. The wave impedance in free space is $\eta=\sqrt{\mu_{0} / \varepsilon_{0}}=377 \Omega$.

### 4.2.1 General expressions

Let us consider a field problem with known electric and magnetic surface current distributions located at the surface $S^{\prime}$ described by the primed position vector $\mathbf{r}^{\prime}$, and everywhere else there is free space. Further, we introduce an observation point $\mathbf{r}$ and

$$
\begin{equation*}
\mathbf{R}=\mathbf{r}-\mathbf{r}^{\prime}, \quad R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|, \quad \hat{\mathbf{R}}=\mathbf{R} / R \tag{4.34}
\end{equation*}
$$

Then, from Appendix A, we see that the E- and H-fields in the observation point can be calculated in this way

$$
\begin{gather*}
\mathbf{E}(\mathbf{r})=\mathbf{E}_{J}(\mathbf{r})+\mathbf{E}_{M}(\mathbf{r}),  \tag{4.35}\\
\mathbf{H}(\mathbf{r})=\mathbf{H}_{J}(\mathbf{r})+\mathbf{H}_{M}(\mathbf{r}),  \tag{4.36}\\
\text { where } \quad \mathbf{E}_{J}=C_{k} \iint_{S^{\prime}}\left[\eta \mathbf{J} C_{N_{1}}-(\eta \mathbf{J} \cdot \hat{\mathbf{R}}) \hat{\mathbf{R}} C_{N_{2}}\right] \frac{1}{R} e^{-j k R} d S^{\prime},  \tag{4.37}\\
\mathbf{H}_{J}=-\frac{1}{\eta} C_{k} \iint_{S^{\prime}}(\eta \mathbf{J} \times \hat{\mathbf{R}}) C_{N} \frac{1}{R} e^{-j k R} d S^{\prime}, \\
\mathbf{E}_{M}=C_{k} \iint_{S^{\prime}}(\mathbf{M} \times \hat{\mathbf{R}}) C_{N} \frac{1}{R} e^{-j k R} d S^{\prime},  \tag{4.38}\\
\mathbf{H}_{M}=\frac{1}{\eta} C_{k} \iint_{S^{\prime}}\left[\mathbf{M} C_{N_{1}}-(\mathbf{M} \cdot \hat{\mathbf{R}}) \hat{\mathbf{R}} C_{N_{2}}\right] \frac{1}{R} e^{-j k R} d S^{\prime},  \tag{4.39}\\
\text { with } \quad C_{k}=-j k /(4 \pi) \quad \text { and, }  \tag{4.40}\\
C_{N}=1+\frac{1}{j k R}, \quad C_{N_{1}}=1+\frac{1}{j k R}-\frac{1}{(k R)^{2}}, \quad C_{N_{2}}=1+\frac{3}{j k R}-\frac{3}{(k R)^{2}} . \tag{4.41}
\end{gather*}
$$

In this book $C_{k}$ is referred to as the incremental source constant, and $C_{N}, C_{N_{1}}$ and $C_{N_{2}}$ as near-field functions, see also (4.43) below. For simplicity we have suppressed the arguments of the different quantities in (4.37)-(4.42) ${ }^{13}$. The expression

$$
e^{-j k R} / R
$$

is the same scalar Green's function (except for a constant) that is used in the expressions for the vector potentials $\mathbf{A}$ and $\mathbf{F}$. Here, it appears as part of the vector dyadic Green's functions which are used to calculate $\mathbf{H}$ from $\mathbf{J}, \mathbf{E}$ from $\mathbf{J}, \mathbf{H}$ from $\mathbf{M}$, and $\mathbf{E}$ from $\mathbf{M}$ in free space. In this book we have not written out these Green's functions explicitly, as this is not necessary, but instead we work with the complete vector integrals in the forms given above. Again, note that the above equations are derived from the original Maxwell's equations for sources in free space without making any approximations.

[^52]The above functions $C_{N}, C_{N_{1}}$ and $C_{N_{2}}$ are conveniently referred to as near-field functions, because

$$
\begin{equation*}
C_{N} \approx 1, \quad C_{N_{1}} \approx 1 \quad \text { and } \quad C_{N_{2}} \approx 1, \quad \text { when } k R \gg 1 \tag{4.43}
\end{equation*}
$$

This condition appears already when $R \gg 1 / k=\lambda / 2 \pi$, so unless the observation point is very close to or at the current sources we may always use $C_{N}=C_{N_{1}}=C_{N_{2}}=1$. Under these approximations the integrands representing the Green's functions have no radial components in either E- or H-fields. Actually, $\mathbf{E}$ and $\mathbf{H}$ from incremental current sources are orthogonal both to each other and to $\mathbf{R}$ when the approximation in (4.43) is valid.

### 4.2.2 Radiating far-field expressions

In the far-field we can use the Fraunhofer approximation which was introduced and discussed in Section 2.3.4, i.e.,

$$
\begin{equation*}
\hat{\mathbf{R}}=\hat{\mathbf{r}} \quad \text { and } \quad R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|=|\mathbf{r}|=r \tag{4.44}
\end{equation*}
$$

in amplitude expressions, and

$$
\begin{equation*}
k R=k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|=k\left(r-\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)\right) \tag{4.45}
\end{equation*}
$$

in phase expressions. These approximations can be understood by studying Fig. 2.8. In order to see under which conditions they are valid, we will derive the latter. This is most easily done by splitting $\mathbf{r}^{\prime}$ in terms of its $\hat{\mathbf{r}}, \hat{\boldsymbol{\theta}}$ and $\hat{\boldsymbol{\varphi}}$ components and expanding $R$ in a power series valid for small $\mathbf{r}^{\prime}$, as follows (see Appendix B):

$$
\begin{gathered}
\mathbf{r}^{\prime}=\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}+\left(\mathbf{r}^{\prime} \cdot \hat{\boldsymbol{\theta}}\right) \hat{\boldsymbol{\theta}}+\left(\mathbf{r}^{\prime} \cdot \hat{\boldsymbol{\varphi}}\right) \hat{\boldsymbol{\varphi}}, \\
R^{2}=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}=\left(r-\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)\right)^{2}+\left(\mathbf{r}^{\prime} \cdot \hat{\boldsymbol{\theta}}\right)^{2}+\left(\mathbf{r}^{\prime} \cdot \hat{\boldsymbol{\varphi}}\right)^{2} \\
=r^{2}-2\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)+\left(r^{\prime}\right)^{2} \\
R=r \sqrt{1-\frac{2}{r}\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)+\left(\frac{r^{\prime}}{r}\right)^{2}} \\
\approx r\left(1-\frac{1}{r}\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)+\frac{1}{2}\left(\frac{r^{\prime}}{r}\right)^{2}-\frac{1}{8}\left(\frac{2}{r}\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)\right)^{2}\right) .
\end{gathered}
$$

We see that the Fraunhofer approximation gives a phase error

$$
\begin{equation*}
\Delta \phi=k R-k\left(r-\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)\right) \approx \frac{k}{2 r}\left(r^{\prime}\right)^{2} \tag{4.46}
\end{equation*}
$$

Thus, it is valid with a maximum phase error $\Delta \phi<\pi / 8$ when

$$
\begin{equation*}
r>\frac{4 k}{\pi}\left(r_{\max }^{\prime}\right)^{2}=8\left(r_{\max }^{\prime}\right)^{2} / \lambda=2 D^{2} / \lambda \tag{4.47}
\end{equation*}
$$

where $r_{\text {max }}^{\prime}$ is the maximum length of $\mathbf{r}^{\prime}$ and $D=2 r_{\text {max }}^{\prime}$ is the diameter of the smallest sphere which encloses the antenna. Eq. (4.47) defines the far-field region as already discussed in Section 2.3.1.

The Fraunhofer approximation gives the following E-field:

$$
\begin{gather*}
\mathbf{E}(\mathbf{r})=\frac{1}{r} e^{-j k r}\left\{\mathbf{G}_{J}(\hat{\mathbf{r}})+\mathbf{G}_{M}(\hat{\mathbf{r}})\right\}  \tag{4.48}\\
\text { with } \quad \mathbf{G}_{J}(\hat{\mathbf{r}})=\mathbf{I}_{J}-\left(\mathbf{I}_{J} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}  \tag{4.49}\\
\mathbf{G}_{M}(\hat{\mathbf{r}})=\mathbf{I}_{M} \times \hat{\mathbf{r}} \tag{4.50}
\end{gather*}
$$

The above $\mathbf{I}_{J}$ and $\mathbf{I}_{M}$ are the electric and magnetic radiation integrals

$$
\begin{align*}
& \mathbf{I}_{J}=C_{k} \iint_{S^{\prime}} \eta \mathbf{J}\left(\mathbf{r}^{\prime}\right) e^{j k\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)} d S^{\prime}  \tag{4.51}\\
& \mathbf{I}_{M}=C_{k} \iint_{S^{\prime}} \mathbf{M}\left(\mathbf{r}^{\prime}\right) e^{j k\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)} d S^{\prime} \tag{4.52}
\end{align*}
$$

where $C_{k}=-j k /(4 \pi)$ is the convenient incremental source constant introduced in (4.41). The H -field becomes

$$
\begin{equation*}
\mathbf{H}(\mathbf{r})=\frac{1}{\eta} \hat{\mathbf{r}} \times \mathbf{E}=\frac{1}{\eta r} e^{-j k r}\left\{\hat{\mathbf{r}} \times \mathbf{I}_{J}+\left[\mathbf{I}_{M}-\left(\mathbf{I}_{M} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}\right]\right\} . \tag{4.53}
\end{equation*}
$$

The radiation integrals $\mathbf{I}_{J}$ and $\mathbf{I}_{M}$ are taken over the distribution of electric $\mathbf{J}$ and magnetic $\mathbf{M}$ surface currents. For line currents $\mathbf{J}_{l}$ and $\mathbf{M}_{l}$ along a curve $L$, the integrals in (4.51) - (4.52) reduce to the line integrals

$$
\begin{align*}
& \mathbf{I}_{J}=C_{k} \int_{L} \eta \mathbf{J}_{l}\left(\mathbf{r}^{\prime}\right) e^{j k\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)} d l  \tag{4.54}\\
& \mathbf{I}_{M}=C_{k} \int_{L} \mathbf{M}_{l}\left(\mathbf{r}^{\prime}\right) e^{j k\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)} d l \tag{4.55}
\end{align*}
$$

If $\mathbf{J}_{l}$ is distributed along a straight line, $\mathbf{I}_{J}$ becomes $C_{k}$ multiplied with the Fourier transform $\tilde{\mathbf{J}}_{l}$ of $\mathbf{J}_{l}$ and correspondingly for $\mathbf{M}_{l}$ and $\mathbf{I}_{M}$. This will be used in Chapter 5 when analyzing wire and slot antennas. Similarly, if $\mathbf{J}_{l}$ is distributed over a plane surface, $\mathbf{I}_{J}$ becomes $C_{k}$ multiplied with the two-dimensional Fourier transform $\tilde{\mathbf{J}}_{l}$ of $\mathbf{J}_{l}$, and correspondingly for $\mathbf{M}_{l}$ and $\mathbf{I}_{M}$. This property will be used in Chapter 7 when analyzing radiation from apertures.

### 4.2.3 Duality

The expressions for the field solutions $\mathbf{E}_{M}$ and $\mathbf{H}_{M}$ resulting from magnetic current sources have similarities with the expressions for the fields $\mathbf{E}_{J}$ and $\mathbf{H}_{J}$ from electric current sources. This is due to the symmetry of Maxwell's equations. This symmetry can be formulated in a general duality theorem which allows us to find the fields resulting from magnetic currents by using the solution for the fields resulting from corresponding electric currents, and vice versa, using the replacements in Table 4.1. A consequence of duality is that the impedance $Z_{e}$ at the port of an electric current distribution becomes equal to $\eta^{2}$ times the admittance $Y_{m}$ at the port of the dual magnetic current distribution of the dual problem ${ }^{14}$. Thus,

$$
\begin{equation*}
Z_{e}=\eta^{2} Y_{m} \tag{4.56}
\end{equation*}
$$

[^53]Table 4.1: Duality replacements

| Original problem 1 | $\eta \mathbf{J}$ | $\mathbf{E}_{J}$ | $\eta \mathbf{H}_{J}$ | $k$ | Dual of problem 2 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Dual problem 1 | $\mathbf{M}$ | $\eta \mathbf{H}_{M}$ | $-\mathbf{E}_{M}$ | $k$ | Original of problem 2 |

### 4.2.4 Superposition

The integral form of Maxwell's equations is a result of their linearity. The integral vector form also clearly shows that superposition applies. We can find the total E- and H-fields of several sources by a complex vectorial addition of the E- and H -fields originating from each of them.

### 4.2.5 Replacement between electric and magnetic currents

An electric field problem can either have electric or magnetic current sources, or both. In addition, any known electric current distribution can be replaced by an equivalent magnetic current distribution which provides exactly the same E- and H -fields everywhere, and vice versa. The magnetic replacement current distribution $\mathbf{M}_{J}$ which gives exactly the same field as a known electric current distribution $\mathbf{J}$ is type ${ }^{15}$

$$
\begin{equation*}
\mathbf{M}_{J}=-\frac{1}{j \omega \varepsilon} \nabla_{t} \times \mathbf{J}=j \frac{\eta}{k} \nabla_{t} \times \mathbf{J} \tag{4.57}
\end{equation*}
$$

where $\nabla_{t}$ is the curl operator applied only to the coordinates in a plane orthogonal to $\mathbf{J}$. Correspondingly, the electric replacement current distribution $\mathbf{J}_{M}$, which gives exactly the same field as a known magnetic current distribution $\mathbf{M}$, is

$$
\begin{equation*}
\mathbf{J}_{M}=\frac{1}{j \omega \mu} \nabla_{t} \times \mathbf{M}=-j \frac{1}{k \eta} \nabla_{t} \times \mathbf{M} . \tag{4.58}
\end{equation*}
$$

These replacement relations between electric and magnetic currents can be derived from the differential form of Maxwell's equations. If we take the curl on both sides of (4.1) and use (4.7) and (4.2), we see that a source $j \omega \mu \mathbf{J}$ plays the same role in the equations as $\nabla_{t} \times \mathbf{M}$. Furthermore, if we take the curl on both sides of (4.2) and use (4.6) and (4.1), we see that $-j \omega \varepsilon \mathbf{M}$ plays the same role as $\nabla_{t} \times \mathbf{J}$.

This equivalence between $\mathbf{J}$ and $\mathbf{M}$ has no relation to duality and must not be confused with the equivalent sources in Section 4.3 which are used to replace fields over surfaces in space.

### 4.2.6 Frequency scaling

The principle of frequency scaling is an important consequence of Maxwell's equations. This is expressed in the best way by defining a scale model of a known antenna, as an antenna in which the dimensions are a factor $S$ larger than (or smaller than if $S<1$ ) the dimensions of

[^54]the known antenna. Then, the radiation characteristics (i.e., the radiation pattern, directive gain, radiation impedance and input reflection coefficient) of the scale model at the frequency $f_{\text {scl }}=f / S$ is exactly the same as the characteristics of the known antenna at the frequency $f$, provided all materials are the same with exactly the same material parameters $\varepsilon_{r}$ and $\mu_{r}$. In practice, $\varepsilon_{r}$ and $\mu_{r}$ of a given material may vary slightly with frequency, but unless the scaling factor is too large the changes are normally negligible. If only the imaginary parts of $\varepsilon_{r}$ and $\mu_{r}$ are different, this will effect the antenna noise temperature and ohmic losses, but normally not the radiation pattern and the return loss at the input port.

### 4.3 Construction of solutions: uniqueness and equivalence

It is possible to show that Maxwell's time-harmonic equations have a unique solution in lossy materials within a finite region. The requirements for this are that all the sources in the region are known in addition to one of the following sets of field components on the boundary of the region:
a) the tangential E-field on the whole boundary,
b) the tangential H -field on the whole boundary, or
c) the tangential E-field on part of the boundary and the tangential H -field on the rest of it.

This fact is referred to as the uniqueness theorem, and it is also valid for infinite regions by imposing the so-called radiation condition, which states that the fields at infinity are radiation fields decaying as $1 / R$. In ideally loss-free finite regions the uniqueness theorem may not be necessarily valid, as internal resonances may be present at certain frequencies. Such internal resonances represent a big problem in numerical field solutions of integral equations by using, e.g., the Method of Moments. However, ideally loss-free problems are never present in the real world, so in practice field solutions are always unique.
The uniqueness theorem can be used to construct a field solution within a certain region from the tangential field components at the boundary of the region. This may be used with advantage in order to separate a complicated field problem into subproblems, where each subproblem is associated with a certain field region. We can do this by assuming known tangential field components between the regions. In order to facilitate this approach, the tangential fields at the boundaries between the regions are interpreted as equivalent sources. In the next subsection we will describe the three equivalents that are most commonly used in antenna analysis. We will treat the first two in more detail in Chapter 5 when treating radiation from apertures.

### 4.3.1 PEC equivalent and magnetic currents

Let us consider a conducting PEC surface which divides space in an outer and an inner field region, and an aperture at the location $A$ in this otherwise closed surface (Fig. 4.4). We assume that there are sources in the inner region that produce fields $\mathbf{E}_{a}$ and $\mathbf{H}_{a}$ over the aperture. These aperture fields will in turn create fields $\mathbf{E}_{0}$ and $\mathbf{H}_{0}$ in the outer region. It is evident that $\mathbf{E}_{a}$ and $\mathbf{H}_{a}$ can be considered as sources for the fields $\mathbf{E}_{0}$ and $\mathbf{H}_{0}$ outside the conductor. Let us now construct an equivalent which makes use of this.


Figure 4.4: The PEC equivalent for a radiating aperture $A$ in a conducting surface.

We fill the whole inner region with a PEC material and locate equivalent magnetic source currents

$$
\begin{equation*}
\mathbf{M}_{a}=\mathbf{E}_{a} \times \hat{\mathbf{n}} \tag{4.59}
\end{equation*}
$$

over the surface of the PEC at the location $A$ where the aperture was. $\hat{\mathbf{n}}$ is the normal to the surface $A$ pointing outwards. In this new field problem, the E-field tangential to the surface of the PEC is zero resulting from the boundary condition in (4.14). However, at the part $A$ of the surface there are impressed magnetic currents $\mathbf{M}_{a}$. Therefore, we must use the more general boundary condition (4.12), from which we see that $\mathbf{E}_{2} \times \hat{\mathbf{n}}=\mathbf{M}_{a}$ when $\mathbf{E}_{1}=0$. Consequently, the tangential E-field $\mathbf{E}_{2} \times \hat{\mathbf{n}}$ outside $\mathbf{M}_{a}$ is equal to $\mathbf{E}_{a} \times \hat{\mathbf{n}}$ in (4.59) which is the original tangential E-field in the aperture $A$ before it is closed. Now, it is clear that the new outer field problem with the inner region filled with PEC has the same tangential E-fields at its boundary as the original field problem. Therefore it is equivalent to the original field problem for the outer region according to item (a) of the uniqueness theorem.

This equivalent is referred to as the PEC equivalent. It will give the correct field solution in the outer region if $\mathbf{E}_{\text {at }}=\left(\mathbf{E}_{a}\right)_{\tan }$ is exactly known. In practice, we may approximate $\mathbf{E}_{\mathrm{at}}$, where we find an approximate solution in the outer region. This approximate solution is desirable if the approximate solution to $\mathbf{E}_{\mathrm{at}}$ is acceptable. It is easy to find an approximate solution for $\mathbf{E}_{a t}$ if the aperture is small in terms of wavelengths.

### 4.3.2 Free space and Huygens equivalents

Let us now consider a field problem with some known sources and scattering objects inside a region in space. We define the boundary $S_{i}$ of this region in a way that it encloses all sources and scatterers, but does not coincide with any of them (see Fig. 4.5). We denote the fields inside $S_{i}$ by $\mathbf{E}_{i}$ and $\mathbf{H}_{i}$, and outside of it by $\mathbf{E}_{0}$ and $\mathbf{H}_{0}$. We further assume that we know the tangential components $\mathbf{E}_{\mathrm{it}}=\mathbf{E}_{0 \mathrm{t}}$ and $\mathbf{H}_{\mathrm{it}}=\mathbf{H}_{0 \mathrm{t}}$ of both the E- and H-fields at the boundary $S_{i}$ and want to use them to construct an equivalent problem as follows.

We replace $\mathbf{E}_{\mathrm{it}}$ and $\mathbf{H}_{\mathrm{it}}$ by

$$
\begin{equation*}
\mathbf{J}_{S}=\hat{\mathbf{n}} \times \mathbf{H}_{\mathrm{it}} \quad \text { and } \quad \mathbf{M}_{S}=\mathbf{E}_{\mathrm{it}} \times \hat{\mathbf{n}} \tag{4.60}
\end{equation*}
$$

where $\hat{\mathbf{n}}$ is the outgoing normal to $S_{i}$, and we remove all sources and scatterers in the inner region. By applying the general boundary condition in (4.12) to $S_{i}$, we see that if $\mathbf{E}_{i}=\mathbf{H}_{i}=0$


Figure 4.5: The free space equivalent of a field problem.
we get $\hat{\mathbf{n}} \times \mathbf{H}_{0 \mathrm{t}}=\mathbf{J}_{S}$ and $\mathbf{E}_{0 \mathrm{t}} \times \hat{\mathbf{n}}=\mathbf{M}_{S}$. Therefore, the tangential field components at $S_{i}$ of this new problem are the same as those at $S_{i}$ of the original problem. Thus, the new problem is equivalent to the original one in the outer region according to all items of the uniqueness theorem.

This equivalent is referred to as the free space equivalent, since the equivalent sources radiate in free space. If we choose the surface $S_{i}$ to coincide with the wavefronts of the waves leaving the inner region, it corresponds to the case that Huygens used to illustrate his principle of reconstructing new wavefronts from previous wavefronts. Therefore, we will refer to this special form of the free space equivalent as the Huygens equivalent.

The free space and Huygens equivalents require knowledge of both the tangential E- and H -fields at the boundary. Therefore, they represent over-determined field problems in which we know more than we need in order to get a unique solution. This means that if we use it to find approximate field solutions by estimating $\mathbf{E}_{t}$ and $\mathbf{H}_{t}$ on $S_{i}$, we may get approximate field solutions that do not give $\mathbf{E}_{i}=\mathbf{H}_{i}=0$ inside $S_{i}$. It is important to be aware of this fact. Still, the Huygens equivalent is very convenient to use for creating field solutions, because the sources radiate in free space so that free space Green's functions can be used. In addition, the results are often reasonably accurate over a large region of space. It is commonly used in the analysis of horn and reflector antennas.

### 4.3.3 Physical equivalent

The third equivalent is commonly used for analysis of antenna problems involving sources and metal scatterers (Fig. 4.6). This equivalent is valid in the region exterior to a PEC scatterer with a boundary defined by its surface with normal $\hat{\mathbf{n}}$, but it also gives correct results of the fields inside the PEC. The equivalent problem consists of the original sources plus some induced surface currents, both radiating in free space with the PEC removed. The induced currents are

$$
\begin{equation*}
\mathbf{J}_{S}=\hat{\mathbf{n}} \times \mathbf{H}_{0 \mathrm{t}} \tag{4.61}
\end{equation*}
$$

located where the surface of the PEC was before its removal. Thus, the PEC has been replaced by the surface current distribution $\mathbf{J}_{S}$ located in free space. The physical equivalent is a special kind of free space equivalent.


Figure 4.6: The physical equivalent.

The advantage of the physical equivalent is that the PEC is removed, so that we can use free space formulas for the radiation field. The problem is to find the tangential component of $\mathbf{H}_{S}$ at the surface, so that $\mathbf{J}_{S}$ can be assumed known. A plausible approximation for large scatterers is the Physical Optics (PO) approximation which states that $\mathbf{J}_{S}=2 \hat{\mathbf{n}} \times \mathbf{H}_{i}$ where $\mathbf{H}_{i}$ is the incident field on the PEC only due to the original sources. The PO approximation will be treated in more details in Chapter 7 . If we want a more precise solution for $\mathbf{J}_{S}$, we can use the PEC equivalent to formulate an integral equation with $\mathbf{J}_{S}$ as unknown, and then solve this integral equation by using, e.g., the Method of Moments.

### 4.4 Incremental current sources

In this section we will describe the fields of incremental current sources. Such sources play an important role in antenna analysis because more complicated sources can be built up as a superposition of incremental sources. The reason is that Maxwell's equations are linear so that the superposition principle applies. The vector fields from the incremental sources represent an evaluation of the vector dyadic Green's functions in free space. We will study both electric and magnetic sources. In addition, we introduce a combination of these sources which gives a rotationally symmetric radiation field of the $\mathrm{BOR}_{1}$ type ${ }^{16}$. This hybrid source is commonly referred to as a Huygens source.

### 4.4.1 Incremental electric current (or Hertz dipole)

Let us introduce an incremental electric surface current distribution in the $x y$-plane of the form

$$
\begin{equation*}
\mathbf{J}_{S}\left(\mathbf{r}^{\prime}\right)=J_{0} d S^{\prime} \delta\left(x^{\prime}, y^{\prime}\right) \hat{\mathbf{y}}, \tag{4.62}
\end{equation*}
$$

where $d S^{\prime}=d x^{\prime} d y^{\prime}$ is an incremental surface area and $\delta(x, y)$ is the two-dimensional delta function. $\mathbf{J}_{S}\left(\mathbf{r}^{\prime}\right)$ is equivalent to an incremental electric line current of the form

$$
\begin{equation*}
\mathbf{J}\left(y^{\prime}\right)=I_{0} d y^{\prime} \delta\left(y^{\prime}\right) \hat{\mathbf{y}}, \tag{4.63}
\end{equation*}
$$

[^55]

Figure 4.7: Geometry of vertical (left) and horizontal (right) incremental electric currents.
where $\delta\left(y^{\prime}\right)$ is the one-dimensional delta function and $I_{0}=J_{0} d x^{\prime}$. Let us further change the orientation of the incremental source in a way that it points in an arbitrary direction $\hat{\mathbf{l}}$, and assume that the incremental length is finite and given by $l$. Then,

$$
\begin{equation*}
\mathbf{J}\left(l^{\prime}\right)=I_{0} \hat{\mathbf{1}}, \quad \text { for }-\frac{l}{2}<l^{\prime}<\frac{l}{2} \tag{4.64}
\end{equation*}
$$

For historical reasons, such rectangular line current distributions are often referred to as Hertz dipoles. The name refers back to Heinrich Hertz and the spark gap dipoles he used in his experimental discovery of electromagnetic waves in 1888 . When $l \ll \lambda$ and $k r \gg 1$, we get [from Eq. (4.34) - (4.43)] the following radiation fields of this incremental electric current

$$
\begin{gather*}
\mathbf{E}_{\mathrm{id}}(\mathbf{r})=C_{k} \eta I_{0} l[\hat{\mathbf{l}}-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}] \frac{1}{r} e^{-j k r}  \tag{4.65}\\
\eta \mathbf{H}_{\mathrm{id}}(\mathbf{r})=C_{k} \eta I_{0} l(\hat{\mathbf{r}} \times \hat{\mathbf{l}}) \frac{1}{r} e^{-j k r}=\hat{\mathbf{r}} \times \mathbf{E}_{\mathrm{id}}(\mathbf{r}), \tag{4.66}
\end{gather*}
$$

where $C_{k}=-j k / 4 \pi$ as in (4.41). We can also introduce a far-field function $\mathbf{G}_{\mathrm{id}}(\mathbf{r})$ by

$$
\begin{equation*}
\mathbf{E}_{\mathrm{id}}(\mathbf{r})=\frac{1}{r} e^{-j k r} \mathbf{G}_{\mathrm{id}}(\hat{\mathbf{r}}) ; \quad \quad \mathbf{G}_{\mathrm{id}}(\hat{\mathbf{r}})=C_{k} \eta I_{0} l[\hat{\mathbf{l}}-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}] . \tag{4.67}
\end{equation*}
$$

Now we can use (4.65), (4.66) or (4.67) directly with $\hat{\mathbf{r}}=\sin \theta(\cos \varphi \hat{\mathbf{x}}+\sin \varphi \hat{\mathbf{y}})+\cos \theta \hat{\mathbf{z}}$ in order to find the far-fields of arbitrary oriented electric currents. The vector operations can easily be understood and evaluated from the explanations to equations (1.7) to (1.9). Yet, here we still study two specific electric current orientations analytically.
When the electric current is oriented vertically along the $z$-axis, we have $\hat{\mathbf{l}}=\hat{\mathbf{z}}$, which can be found from a simple drawing (Fig. 4.7) that $\hat{\mathbf{z}}-(\hat{\mathbf{z}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}=-\sin \theta \hat{\boldsymbol{\theta}}$. We can also use the equations in Appendix C to obtain the same. Therefore, the far-field function becomes

$$
\begin{equation*}
\mathbf{G}_{\mathrm{id}}=-C_{k} \eta I_{0} l \sin \theta \hat{\boldsymbol{\theta}} . \tag{4.68}
\end{equation*}
$$

Thus, the vertical incremental electric current radiates as a $B O R_{0}$ antenna with a rotationally symmetric radiation pattern ${ }^{17}$.

[^56]When the electric current is located in the center of the coordinate system and oriented along the $y$-axis so that $\hat{\mathbf{l}}=\hat{\mathbf{y}}$, we get the far-field function

$$
\begin{equation*}
\mathbf{G}_{\mathrm{id}}(\hat{\mathbf{r}})=C_{k} \eta I_{0} l(\hat{\mathbf{y}}-(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}) . \tag{4.69}
\end{equation*}
$$

We can now use $\hat{\mathbf{y}}=\sin \theta \sin \varphi \hat{\mathbf{r}}+\cos \theta \sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\varphi}$ from Appendix C to obtain the following dependency on $\theta$ and $\varphi$

$$
\begin{equation*}
\mathbf{G}_{\mathrm{id}}(\theta, \varphi)=C_{k} \eta I_{0} l(\cos \theta \sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}) . \tag{4.70}
\end{equation*}
$$

We see that the horizontal electric current radiates as a $B O R_{1}$ antenna with respect to the $z$-axis ${ }^{18}$. The H-plane pattern is omnidirectional, whereas the E-plane pattern is given by $|\cos \theta|$ which has maxima in the $\pm z$-directions and zeros along the positive and negative $y$-axes, corresponding to $\theta=90^{\circ}$ and $\varphi= \pm 90^{\circ}$ (see Fig. 4.8 and Fig. 4.9). An $x$-directed electric current gives the corresponding field patterns in its E- and H-planes ${ }^{19}$.

From the above, we see that the direction of the E-field at any point can be found by taking the direction $\hat{\mathbf{l}}$ of the electric current and removing its $\hat{\mathbf{r}}$ component in a way that the field becomes normal to $\hat{\mathbf{r}}$. The radiation field is always zero in the directions $\hat{\mathbf{r}}= \pm \hat{\mathbf{l}}$.

### 4.4.2 Incremental magnetic current

Magnetic current sources are important as they can be used as equivalent sources when analyzing radiation from aperture antennas (see Chapter 7). The radiation field of the incremental magnetic current is readily found in the same way as for the incremental electric current, or it can be constructed from the electric current solutions by using duality. Consider an incremental magnetic current oriented along $\hat{\mathbf{l}}_{m}$, i.e.,

$$
\begin{equation*}
\mathbf{M}\left(l^{\prime}\right)=M_{0} \hat{\mathbf{l}}_{m}, \quad \text { for }-\frac{l}{2}<l^{\prime}<\frac{l}{2} . \tag{4.71}
\end{equation*}
$$

Then, the duality relation ${ }^{20}$ states that the E- and H-fields $\mathbf{E}_{\mathrm{im}}(\mathbf{r})$ and $\mathbf{H}_{\mathrm{im}}(\mathbf{r})$ caused by M are found from $\mathbf{E}_{\mathrm{id}}(\mathbf{r})$ and $\mathbf{H}_{\mathrm{id}}(\mathbf{r})$ of the incremental electric currents through

$$
\begin{gather*}
\mathbf{E}_{\mathrm{im}}(\mathbf{r})=C_{k} M_{0} l\left(\hat{\mathbf{l}}_{m} \times \hat{\mathbf{r}}\right) \frac{1}{r} e^{-j k r},  \tag{4.72}\\
\mathbf{H}_{\mathrm{im}}(\mathbf{r})=\frac{1}{\eta} C_{k} M_{0} l\left[\hat{\mathbf{l}}_{m}-\left(\hat{\mathbf{l}}_{m} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}\right] \frac{1}{r} e^{-j k r}, \tag{4.73}
\end{gather*}
$$

where $\eta I_{0} l$ for the electric current case has been replaced by $M_{0} l$, and $C_{k}=-j k / 4 \pi$. The fields of both $x$ - and $y$-directed magnetic currents are written in spherical coordinates later on page 144. It is clear from the discussion of the short electric current that the short magnetic current is omnidirectional in E-plane and has a $\cos \theta$-pattern in H-plane (see Fig. 4.8). The radiation field is zero in the directions $\hat{\mathbf{r}}= \pm \hat{\mathbf{l}}_{m}$. The direction of the E-field is orthogonal to both $\hat{\mathbf{l}}_{m}$ and $\hat{\mathbf{r}}$.

[^57]
y-pol: Incremental
electric current


| y-pol: Incremental |
| :---: |
| magnetic current |



| $y$-pol: Huygens |
| :---: |
| source |

(a)

(b)

Figure 4.8: Radiation patterns of incremental electric current, magnetic current, and Huygens source: (a) 3D plots when they are polarized in $y$-direction on the $z$-axis. (b) E- and H-plane, and co- and cross-polar patterns in the $45^{\circ}$-plane.


Figure 4.9: Co-polar and cross-polar radiation patterns for y-polarized (a) incremental electric current, (b) magnetic current and (c) Huygens source.

### 4.4.3 Huygens source

There exists an incremental source which has equal and uni-directional E- and H-plane patterns. This source plays an important role in the analysis of aperture antennas. We refer to it as the Huygens source [8, pp. 44], and describe it as two orthogonal incremental currents, one electric $I_{0}$ and one magnetic $M_{0}=\eta I_{0}$. The Huygens source is always present as an incremental area source. Let us assume that it is located in the $x y$-plane. Then, the $y$-polarized Huygens source radiating in $z$-direction is given by the sum of the two sources

$$
\begin{gather*}
\mathbf{J}_{H}=J_{0} d S^{\prime} \delta\left(x^{\prime}, y^{\prime}\right) \hat{\mathbf{y}},  \tag{4.74}\\
\mathbf{M}_{H}=\eta J_{0} d S^{\prime} \delta\left(x^{\prime}, y^{\prime}\right)(-\hat{\mathbf{x}}), \tag{4.75}
\end{gather*}
$$

where $d S^{\prime}$ is the incremental surface area. The resultant far-field function becomes

$$
\begin{align*}
\mathbf{G}_{H}(\hat{\mathbf{r}}) & =\mathbf{G}_{\mathrm{id}_{H}}(\hat{\mathbf{r}})+\mathbf{G}_{\mathrm{im}_{H}}(\hat{\mathbf{r}})  \tag{4.76}\\
& =C_{k} \eta J_{0} d S^{\prime}[\hat{\mathbf{y}}-(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}-\hat{\mathbf{x}} \times \hat{\mathbf{r}}],
\end{align*}
$$

with $C_{k}=-j k / 4 \pi$ the same as before. By using the results of the previous two subsections and $\hat{\mathbf{x}}=\sin \theta \cos \varphi \hat{\mathbf{r}}+\cos \theta \cos \varphi \hat{\boldsymbol{\theta}}-\sin \varphi \hat{\boldsymbol{\varphi}}$ from Appendix C, we get

$$
\begin{align*}
\mathbf{G}_{H}(\theta, \varphi) & =C_{k} \eta J_{0} d S^{\prime}[(\cos \theta \sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}})+(\sin \varphi \hat{\boldsymbol{\theta}}+\cos \theta \cos \varphi \hat{\boldsymbol{\varphi}})] \\
& =C_{k} \eta J_{0} d S^{\prime}(1+\cos \theta)[\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}]  \tag{4.77}\\
& =2 C_{k} \eta J_{0} d S^{\prime} \cos ^{2}(\theta / 2)[\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}] .
\end{align*}
$$

We see that the Huygens source radiates as a $B O R_{1}$ antenna with equal E- and H-plane patterns. This means that the Huygens source has no cross-polarization according to Ludwig's third definition ${ }^{21}$. We also see that we have a null for $\theta=180^{\circ}$, which is the backward direction. These two properties make the Huygens source a desirable Green's function for many radiation patterns. It actually also appears as a Green's function in some practical antennas, such as in large aperture antennas (see Chapter 7).
For an arbitrary polarization $\hat{l}$ of the incremental Huygens source we get the far-field function of the following general vector form

$$
\begin{equation*}
\mathbf{G}_{H}(\hat{\mathbf{r}})=C_{k} \eta J_{0} d S^{\prime}[\hat{\mathbf{l}}-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}-(\hat{\mathbf{l}} \times \hat{\mathbf{n}}) \times \hat{\mathbf{r}}], \tag{4.78}
\end{equation*}
$$

where $\hat{\mathbf{n}}$ is the normal to the incremental surface area $d S^{\prime}$ in the direction of radiation.

### 4.4.4 Summary

We will often need to know the far-field functions of the incremental electric and magnetic current sources as well as the Huygens source in the spherical coordinate system. Therefore, they are summarized here, for the case when they are lying in the $x y$-plane in the origin of the coordinate system. In these equations $C_{k}=-j k / 4 \pi$ as before.
A. Incremental electric current source of unit magnitude $\eta J_{0} l=1$.

$$
\begin{align*}
& y \text {-polarized, } \quad \hat{\mathbf{l}}=\hat{\mathbf{y}}: \mathbf{G}_{\mathrm{id}}(\theta, \varphi)=C_{k}[\hat{\mathbf{y}}-(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}]=C_{k}[\cos \theta \sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}] \\
& x \text {-polarized, } \quad \hat{\mathbf{l}}=\hat{\mathbf{x}}: \mathbf{G}_{\mathrm{id}}(\theta, \varphi)=C_{k}[\hat{\mathbf{x}}-(\hat{\mathbf{x}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}]=C_{k}[\cos \theta \cos \varphi \hat{\boldsymbol{\theta}}-\sin \varphi \hat{\boldsymbol{\varphi}}] \tag{4.79}
\end{align*}
$$
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## B. Incremental magnetic current source of unit magnitude $M_{0} l=1$.

$y$-polarized, $\quad \hat{\mathbf{l}}_{m}=-\hat{\mathbf{x}}: \quad \mathbf{G}_{\mathrm{im}}(\theta, \varphi)=C_{k}[-(\hat{\mathbf{x}}) \times \hat{\mathbf{r}}]=C_{k}[\sin \varphi \hat{\boldsymbol{\theta}}+\cos \theta \cos \varphi \hat{\boldsymbol{\varphi}}]$
$x$-polarized, $\quad \hat{\mathbf{l}}_{m}=\hat{\mathbf{y}}: \mathbf{G}_{\mathrm{im}}(\theta, \varphi)=C_{k}[\hat{\mathbf{y}} \times \hat{\mathbf{r}}]=C_{k}[\cos \varphi \hat{\boldsymbol{\theta}}-\cos \theta \sin \varphi \hat{\boldsymbol{\varphi}}]$
C. Huygens source of unit magnitude $\eta I_{0} d S^{\prime}=1$.

$$
\begin{align*}
& y \text {-polarized, } \quad \hat{\mathbf{l}}=\hat{\mathbf{y}}: \mathbf{G}_{H}(\theta, \varphi)=2 C_{k} \cos ^{2}(\theta / 2)[\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}] \\
& x \text {-polarized, } \hat{\mathbf{l}}=\hat{\mathbf{x}}: \mathbf{G}_{H}(\theta, \varphi)=2 C_{k} \cos ^{2}(\theta / 2)[\cos \varphi \hat{\boldsymbol{\theta}}-\sin \varphi \hat{\boldsymbol{\varphi}}] \tag{4.81}
\end{align*}
$$

### 4.4.5 Example: Directivities of incremental sources

Derive and compare the directivities of the incremental electric current source, the incremental magnetic current source, and the Huygens source.

## SOLUTION:

When the three sources are parallel with the $x y$-plane, their far-field function has the same form as that of $\mathrm{BOR}_{1}$ antennas, so we may use the power integral in (2.92). For both the electric and magnetic current sources, this gives

$$
P_{\mathrm{id}}=\pi\left|C_{k}\right|^{2} \int_{0}^{\pi}\left(\cos ^{2} \theta+1\right) \sin \theta d \theta=\pi\left|C_{k}\right|^{2} \frac{8}{3}
$$

as their radiation patterns are equal, but with their E- and H-planes interchanged. The directivities are then also equal, obtained by using (2.69);

$$
\left.D_{0}=\frac{4 \pi\left|C_{k}\right|^{2}}{\pi\left|C_{k}\right|^{2} 8 / 3}=\frac{3}{2} \quad \text { (i.e., } 1.76 \mathrm{dBi}\right) .
$$

The far-field function of the Huygens source is of the form $\cos ^{n}(\theta / 2)$ with $n=2$ and no crosspolarization. In Section 2.4.3, we have already evaluated the directivity of the $\cos ^{n}(\theta / 2)$ pattern, and the result is for $n=2$

$$
\left.D_{0}=n+1=3 \quad \text { (i.e., } 4.77 \mathrm{dBi}\right) .
$$

Thus, the Huygens source is 3 dB more directive than the incremental electric and magnetic dipoles.

### 4.5 Reaction, reciprocity and mutual coupling

The equivalent circuit of receiving antennas ${ }^{22}$ contains an induced current or voltage source. This is proportional to the amplitude of the incoming plane wave, and thereby also to the current or voltage at the port of the transmitting antenna. This induced source represents

[^59]therefore the mutual coupling between the two antennas. In this section, we will show how to calculate this coupling by using reciprocity and reaction. The principle of reciprocity was already introduced in Section 2.3.2. Despite that, it will be formulated more completely in terms of reaction integrals in the present section. The reciprocity theorem is described mathematically by three different relations valid for different types of sources. These relations can be derived from Maxwell's time-harmonic equations by using known vector operations and by assuming a reciprocal medium, see, e.g., $[1$, Sec. $3-8]$. The three relations will be given below in (4.86) to (4.88) without derivations, and we will show how to use them to calculate mutual coupling, mutual impedances and mutual admittances, as well as self-impedances and self-admittances.

### 4.5.1 Reaction integrals

The reciprocity relations are formulated most compactly by first introducing the so-called reaction between the field of a source $a$ and a source $b$, which has the form of an integral. The extent of source $b$ is the integration area $A_{b}$. The reaction integrals has two forms, one which is valid for the case when source $b$ is an electric current distribution $\mathbf{J}_{b}$, and another when it is a magnetic current distribution $\mathbf{M}_{b}$. These are

$$
\begin{align*}
\left\langle\mathbf{E}_{a}, \mathbf{J}_{b}\right\rangle & =\iint_{A_{b}} \mathbf{E}_{a} \cdot \mathbf{J}_{b} d A,  \tag{4.82}\\
\left\langle\mathbf{H}_{a}, \mathbf{M}_{b}\right\rangle & =-\iint_{A_{b}} \mathbf{H}_{a} \cdot \mathbf{M}_{b} d A . \tag{4.83}
\end{align*}
$$

In the first definition $\mathbf{E}_{a}$ is the E-field distribution over $A_{b}$ due to a source $\mathbf{J}_{a}$ or $\mathbf{M}_{a}$, calculated when $\mathbf{J}_{b}=0$. In the second definition $\mathbf{H}_{a}$ is the corresponding the H -field distribution over $A_{b}$ due to a source $\mathbf{J}_{a}$ or $\mathbf{M}_{a}$, calculated when $\mathbf{M}_{b}=0$. The reaction integrals are shown as surface integrals, but they become line integrals if the sources $\mathbf{J}_{\mathrm{lb}}$ and $\mathbf{M}_{\mathrm{lb}}$ are line currents, i.e.,

$$
\begin{gather*}
\left\langle\mathbf{E}_{a}, \mathbf{J}_{\mathrm{lb}}\right\rangle=\int_{L_{b}} \mathbf{E}_{a} \cdot \mathbf{J}_{\mathrm{lb}} d l  \tag{4.84}\\
\left\langle\mathbf{H}_{a}, \mathbf{M}_{\mathrm{lb}}\right\rangle=-\int_{L_{b}} \mathbf{H}_{a} \cdot \mathbf{M}_{\mathrm{lb}} d l, \tag{4.85}
\end{gather*}
$$

where $L_{b}$ defines the extents of the sources.

### 4.5.2 Three reciprocity relations

We are now ready to present the three different reciprocity relations, with reference to the drawings in Fig. 4.10:

1. If source $a$ is a known electric surface current $\mathbf{J}_{a}$ distributed over the area $A_{a}$, and source $b$ is a known electric surface current $\mathbf{J}_{b}$ distributed over the area $A_{b}$, reciprocity states that

$$
\begin{equation*}
\left\langle\mathbf{E}_{a}, \mathbf{J}_{b}\right\rangle=\left\langle\mathbf{E}_{b}, \mathbf{J}_{a}\right\rangle, \tag{4.86}
\end{equation*}
$$

where $\mathbf{E}_{a}$ is the field distribution over $A_{b}$ due to $\mathbf{J}_{a}$, calculated when $\mathbf{J}_{b}=0$, and $\mathbf{E}_{b}$ is the field distribution over $A_{a}$ due to $\mathbf{J}_{b}$, calculated when $\mathbf{J}_{a}=0$. In other words,


Figure 4.10: Illustration of reciprocity between two electric current distributions (upper), and between two magnetic current distributions (lower).
equation (4.86) expresses that the reaction between $\mathbf{E}_{a}$ and $\mathbf{J}_{b}$ is equal to the reaction between $\mathbf{E}_{b}$ and $\mathbf{J}_{a}$.
2. For magnetic current sources $\mathbf{M}_{a}$ and $\mathbf{M}_{b}$ over $A_{a}$ and $A_{b}$, respectively, we have correspondingly

$$
\begin{equation*}
\left\langle\mathbf{H}_{a}, \mathbf{M}_{b}\right\rangle=\left\langle\mathbf{H}_{b}, \mathbf{M}_{a}\right\rangle, \tag{4.87}
\end{equation*}
$$

where $\mathbf{H}_{a}$ is the H -field distribution over $A_{b}$ due to $\mathbf{M}_{a}$, and $\mathbf{H}_{b}$ is the one due to $\mathbf{M}_{b}$ evaluated over $A_{a}$. In other words, equation (4.87) expresses that the reaction between $\mathbf{H}_{a}$ and $\mathbf{M}_{b}$ is equal to the reaction between $\mathbf{H}_{b}$ and $\mathbf{M}_{a}$.
3. When source $a$ is an electric current source distributed over $A_{a}$, and source $b$ is a magnetic source $\mathbf{M}_{b}$ distributed over $A_{b}$, we have

$$
\begin{equation*}
\left\langle\mathbf{H}_{a}, \mathbf{M}_{b}\right\rangle=\left\langle\mathbf{E}_{b}, \mathbf{J}_{a}\right\rangle, \tag{4.88}
\end{equation*}
$$

where $\mathbf{H}_{a}$ is the H-field distribution over $A_{b}$ due to $\mathbf{J}_{a}$, and $\mathbf{E}_{b}$ is the field distribution over $A_{a}$ due to $\mathbf{M}_{b}$. In other words, the expression (4.88) expresses that the reaction between $\mathbf{H}_{a}$ and $\mathbf{M}_{b}$ is equal to the reaction between $\mathbf{E}_{b}$ and $\mathbf{J}_{a}$.

### 4.5.3 Reciprocity between input/output ports of antennas

Let us first use the reciprocity relations to study the coupling between the ports $a$ and $b$ of two antennas (Fig. 4.11). We consider two short electric line currents defined by

$$
\begin{array}{ll}
\mathbf{J}_{\mathrm{la}}=I_{a} \hat{\mathbf{l}}_{a}, & \text { for }-\frac{1}{2} l_{a}<l<\frac{1}{2} l_{a} \\
\mathbf{J}_{\mathrm{lb}}=I_{b} \hat{\mathbf{l}}_{b}, & \text { for }-\frac{1}{2} l_{a}<l<\frac{1}{2} l_{a} \tag{4.90}
\end{array}
$$

which are located between the poles of the ports $a$ and $b$ of the two antennas, respectively. Each port may be the input/output connector of the antenna. Now, reciprocity states that the following two reactions are equal:

$$
\begin{equation*}
\int_{-l_{a} / 2}^{l_{a} / 2}\left(\mathbf{E}_{b} \cdot \mathbf{J}_{\mathrm{la}}\right) d l=\int_{-l_{b} / 2}^{l_{b} / 2}\left(\mathbf{E}_{a} \cdot \mathbf{J}_{\mathrm{lb}}\right) d l . \tag{4.91}
\end{equation*}
$$

We assume that $I_{a}$ and $I_{b}$ are constant over the small lengths $l_{a}$ and $l_{b}$, respectively. In addition, we presume that $l_{a}$ and $l_{b}$ are so small in terms of the wavelength that $E_{b}$ and $E_{a}$, respectively, can be considered constant over them. This is in particular true between the two wires of a two-wire transmission line. Then we easily evaluate the two coupling integrals in (4.91) and get

$$
\begin{gather*}
-V_{\mathrm{ba}} I_{a}=-V_{\mathrm{ab}} I_{b},  \tag{4.92}\\
\text { where } \quad V_{\mathrm{ba}}=-\frac{1}{I_{a}}\left\langle\mathbf{E}_{b}, \mathbf{J}_{l a}\right\rangle=-\int_{l_{a} / 2}^{l_{a} / 2}\left(\mathbf{E}_{b} \cdot \hat{\mathbf{l}}_{a}\right) d l \approx E_{b} l_{a} \tag{4.93}
\end{gather*}
$$

is the voltage measured at port $a$ due to a source at terminal $b$, and

$$
\begin{equation*}
V_{\mathrm{ab}}=-\frac{1}{I_{b}}\left\langle\mathbf{E}_{a}, \mathbf{J}_{l b}\right\rangle=-\int_{-l_{b} / 2}^{l_{b} / 2}\left(\mathbf{E}_{a} \cdot \hat{\mathbf{l}}_{b}\right) d l \approx E_{a} l_{b} \tag{4.94}
\end{equation*}
$$

is the voltage at terminal $b$ due to a source at terminal $a$. The above two integrals represent voltages, as the voltage between a point $l=l_{b} / 2$ and another point $l=-l_{b} / 2$ is defined by

$$
V_{b}=-\int_{-l_{b} / 2}^{l_{b} / 2} \mathbf{E} \cdot \hat{\mathbf{l}}_{b} d l .
$$

The integrals can be taken along any curve between the points $l_{b} / 2$ and $-l_{b} / 2$, in our case a straight line. If the two sources are equal, i.e., $I_{a}=I_{b}=I$, the expression (4.92) yields $V_{\mathrm{ba}}=V_{\mathrm{ab}}$. This means that the response is the same either way. And, if we excite the port of antenna $a$ with a current $I$, the response at the port of antenna $b$ is a voltage $V$. If we excite the port of antenna $b$ with the same current $I$, the response at the port of antenna $a$ is the same, i.e., $V$. This is only correct when the antennas (and their environments) are exactly the same and have exactly the same locations and orientations, in the two cases.

The ratios $Z_{\mathrm{ba}}=V_{\mathrm{ba}} / I_{b}$ and $Z_{\mathrm{ab}}=V_{\mathrm{ab}} / I_{a}$ are the mutual impedances between ports $a$ and $b$, and $Z_{\mathrm{ba}}=Z_{\mathrm{ab}}$ follows from the reciprocity. According to the above formula for the mutual impedance written in terms of the reaction integral is according to the above

$$
\begin{equation*}
Z_{\mathrm{ab}}=-\frac{1}{I_{a} I_{b}}\left\langle\mathbf{E}_{b}, \mathbf{J}_{\mathrm{la}}\right\rangle=-\frac{1}{I_{a} I_{b}}\left\langle\mathbf{E}_{a}, \mathbf{J}_{\mathrm{lb}}\right\rangle . \tag{4.95}
\end{equation*}
$$



Reciprocity if $V_{\mathrm{ab}}=V_{\mathrm{ba}}$ when $I_{a}=I_{b}$ under else equal conditions
Figure 4.11: Illustration of reciprocity between point current sources $I_{a}$ and $I_{b}$ connected to the ports of two antennas.

Now let us consider the self-reaction of the E-field due to $\mathbf{J}_{\mathrm{la}}$ at port $a$. The negative of the self-reaction divided by $I_{a}$ represents then the induced voltage between the poles of port $a$ due to the current $I_{a}$ on the same port. Therefore, we may define the self-impedance of antenna $a$ as this voltage divided by $I_{a}$, i.e.,

$$
\begin{equation*}
Z_{\mathrm{aa}}=-\frac{1}{I_{a} I_{a}}\left\langle\mathbf{E}_{a}, \mathbf{J}_{\mathrm{la}}\right\rangle . \tag{4.96}
\end{equation*}
$$

The self-impedance of antenna $b$ can be defined correspondingly. The above two formulas are very general and apply even to the extended current distributions ${ }^{23}$.

### 4.5.4 Mutual impedance, mutual admittance and coupling coefficient

The reaction relations can be used to calculate the mutual coupling between all types of sources with known forms, e.g., between the basis functions of a series expansion of the current distribution in a Method of Moments solution. In order to see this and interpret the reaction relations we may consider two discrete circuit ports $a$ and $b$ (associated with current distributions $\mathbf{J}_{a}$ and $\mathbf{J}_{b}$ ) and the equivalent circuits representing these ports, as follows (Fig. 4.12). We define the port $b$ of an electric current distribution $\mathbf{J}_{b}$ on $A_{b}$ by an infinitesimal gap located somewhere across and normal to the current distribution, and we define the port current $I_{b}$ as the total current passing this feed gap, i.e., $I_{b}=\int \mathbf{J}_{b} \cdot \hat{\mathbf{l}} d t$ where $\hat{\mathbf{l}}$ is the direction normal to the gap and $t$ is along the gap. Similarly, we can define a port $a$ with current $I_{a}$. It is clear that $\mathbf{J}_{a}$ and $\mathbf{E}_{a}$ are proportional to $I_{a}$, and that $\mathbf{J}_{b}$ and $\mathbf{E}_{b}$ are proportional to $I_{b}$. We normalize the reaction integrals in (4.82) [which have the dimension Volt-Ampere (VA)]

[^60]with the product $I_{a} I_{b}$. Then, the reaction integrals get the dimension ohm $(\Omega)$ and represent the mutual impedance between the two equivalent circuit ports $a$ and $b$. The formula for the mutual impedance is the same as between point sources in (4.95) and gets into the equivalent circuit as shown in Fig. 4.12 ${ }^{24}$.

In the same way we can define the port $b$ of a magnetic current distribution over $A_{b}$ by two opposite points along the rim of $\mathbf{M}_{b}$. Then we define the port voltage as the total voltage $V_{b}$ between these two points, i.e., the integrated E-field along a line between the two points. Thus, $V_{b}=\int \mathbf{M}_{b} \cdot \hat{\mathbf{l}} d t$ where $\hat{\mathbf{l}}$ is the direction normal to the line and $t$ is along the line (Fig. 4.13). Then, the reaction integrals in (4.83) (which have the dimension Volt-Ampere (VA) as well) get the dimension Siemens (S) and represent a mutual admittance $Y_{\mathrm{ab}}$ between the two ports $a$ and $b$ if we normalize them with the product $V_{a} V_{b}$ of the voltages over these ports, i.e.,

$$
\begin{equation*}
Y_{\mathrm{ab}}=\frac{1}{V_{a} V_{b}}\left\langle\mathbf{H}_{a}, \mathbf{M}_{b}\right\rangle=\frac{1}{V_{a} V_{b}}\left\langle\mathbf{H}_{b}, \mathbf{M}_{a}\right\rangle . \tag{4.97}
\end{equation*}
$$

We can also use the first two reaction integral expressions to calculate the self-reaction, i.e., the reaction between source $a$ and the field of source $a$. If these are normalized by $I_{a}^{2}$ and $V_{a}^{2}$, respectively, they represent respectively the self impedance and admittance at the above defined ports ${ }^{25}$.

By similar arguments, we can obtain the mutual coupling coefficients between an electric $\mathbf{J}_{a}$ and a magnetic $\mathbf{M}_{b}$ current distribution as follows, see Fig. 4.14:

$$
\begin{equation*}
C_{\mathrm{ab}}=-\frac{1}{V_{b} I_{a}}\left\langle\mathbf{E}_{b}, \mathbf{J}_{a}\right\rangle=\frac{1}{V_{b} I_{a}}\left\langle\mathbf{H}_{a}, \mathbf{M}_{b}\right\rangle . \tag{4.98}
\end{equation*}
$$

This coupling coefficient $C_{\mathrm{ab}}=C_{\mathrm{ba}}$ represents a voltage coupling coefficient in the equivalent circuit for $\mathbf{J}_{a}$ and a current coupling coefficient in the equivalent circuit for $\mathbf{M}_{b}$, as shown in Fig. $2.21^{26}$.

### 4.6 Imaging

Imaging is a technique which we can use to construct field solutions satisfying the boundary conditions at a specific surface. In practice, we only use imaging in connection with infinite plane PECs or PMCs. For other geometries the imaging equations become so complicated that they hardly represent any simplification over a numerical solution. We will here only show the imaging principle applied to infinite plane PECs and PMCs.

The imaging technique works as follows. The plane PEC or PMC is replaced by an image plane. The image plane divides space in two regions, the source region and the null-field region. We construct the field in the source region by locating an image source in the nullfield region, in a way that the original boundary conditions on the image plane are satisfied ${ }^{27}$. Then by using the uniqueness theorem, the total field solution of the original problem in the source region is equal to the sum of the fields due to the impressed source and its image, i.e.,
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Figure 4.12: Illustration of mutual impedance between electric current distributions $\mathbf{J}_{b}$ and $\mathbf{J}_{a}$, and their equivalent circuits.


Figure 4.13: Illustration of mutual impedance between magnetic current distributions $\mathbf{M}_{a}$ and $\mathbf{M}_{b}$, and their equivalent circuits.


Figure 4.14: Illustration of mutual coupling between electric current distribution $\mathbf{J}_{a}$ and magnetic current distribution $\mathbf{M}_{a}$, and their equivalent circuits.
$\mathbf{H}_{\mathrm{tot}}=\mathbf{H}_{i}+\mathbf{H}_{\mathrm{img}}$, and in the null-field region it is zero by definition. The induced electric currents on the PEC are given by

$$
\begin{equation*}
\mathbf{J}_{S}=\hat{\mathbf{n}} \times \mathbf{H}_{\mathrm{tot}}=\hat{\mathbf{n}} \times\left(\mathbf{H}_{i}+\mathbf{H}_{\mathrm{img}}\right)=2 \hat{\mathbf{n}} \times \mathbf{H}_{i}, \tag{4.99}
\end{equation*}
$$

where the latter equality follows from the symmetry of the problem and also from the equations to follow. Correspondingly, the induced magnetic currents on the PMC are

$$
\begin{equation*}
\mathbf{M}_{S}=\mathbf{E}_{\mathrm{tot}} \times \hat{\mathbf{n}}=\left(\mathbf{E}_{i}+\mathbf{E}_{\mathrm{img}}\right) \times \hat{\mathbf{n}}=2 \mathbf{E}_{i} \times \hat{\mathbf{n}} . \tag{4.100}
\end{equation*}
$$

We will now show the expressions for the image sources when the actual sources are located over a plane PEC and a plane PMC. Consider first an electric current source J located at a point $\mathbf{r}^{\prime}$, i.e., $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$, and a ground plane defined by $\mathbf{r}_{p}(u, v)$ when the parameters $u$ and $v$ vary, having a constant surface normal $\hat{\mathbf{n}}$. Then, the image source is located at

$$
\begin{equation*}
\mathbf{r}_{\mathrm{img}}=\mathbf{r}^{\prime}-2\left[\left(\mathbf{r}^{\prime}-\mathbf{r}_{p}\right) \cdot \hat{\mathbf{n}}\right] \hat{\mathbf{n}}, \tag{4.101}
\end{equation*}
$$

where $\mathbf{r}_{p}$ is any point on the image plane. If the ground plane is a PEC, the image current is given by

$$
\begin{equation*}
\mathbf{J}_{\mathrm{img}}=-[\mathbf{J}-2(\mathbf{J} \cdot \hat{\mathbf{n}}) \hat{\mathbf{n}}] . \tag{4.102}
\end{equation*}
$$

And, if the ground plane is a PMC, the image current is given by

$$
\begin{equation*}
\mathbf{J}_{\mathrm{img}}=\mathbf{J}-2(\mathbf{J} \cdot \hat{\mathbf{n}}) \hat{\mathbf{n}} . \tag{4.103}
\end{equation*}
$$

If we instead consider a magnetic current source $\mathbf{M}$ located at $\mathbf{r}^{\prime}$, the image will have the same location as in the $\mathbf{J}$ case, but the image current is

$$
\begin{equation*}
\mathbf{M}_{\mathrm{img}}=\mathbf{M}-2(\mathbf{M} \cdot \hat{\mathbf{n}}) \hat{\mathbf{n}} \tag{4.104}
\end{equation*}
$$

for the PEC case. And for the PMC case, we have

$$
\begin{equation*}
\mathbf{M}_{\mathrm{img}}=-[\mathbf{M}-2(\mathbf{M} \cdot \hat{\mathbf{n}}) \hat{\mathbf{n}}] \tag{4.105}
\end{equation*}
$$

If the source is incrementally small the far-field function of it (in free space) becomes by using (4.49) and (4.51)

$$
\begin{equation*}
\mathbf{G}(\hat{\mathbf{r}})=C_{k} \eta\left[\mathbf{J}\left(\mathbf{r}^{\prime}\right)-\left(\mathbf{J}\left(\mathbf{r}^{\prime}\right) \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}\right] e^{j k\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)} \tag{4.106}
\end{equation*}
$$

From the same two equations the far-field function of the image becomes

$$
\begin{equation*}
\mathbf{G}_{\mathrm{img}}(\hat{\mathbf{r}})=C_{k} \eta\left[\mathbf{J}_{\mathrm{img}}\left(\mathbf{r}_{\mathrm{img}}\right)-\left(\mathbf{J}_{\mathrm{img}}\left(\mathbf{r}_{\mathrm{img}}\right) \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}\right] e^{j k\left(\mathbf{r}_{\mathrm{img}} \cdot \hat{\mathbf{r}}\right)} . \tag{4.107}
\end{equation*}
$$

Note that we have put no restriction on the location of the center of the coordinate system, i.e., the phase reference point, in these two equations. The total far-field function is then the sum of these, as they already have the same phase reference point, i.e.,

$$
\begin{equation*}
\mathbf{G}_{\mathrm{tot}}(\hat{\mathbf{r}})=\mathbf{G}(\hat{\mathbf{r}})+\mathbf{G}_{\mathrm{img}}(\hat{\mathbf{r}}) . \tag{4.108}
\end{equation*}
$$

We will now show that the boundary conditions actually are satisfied for these cases, by choosing the electric current above the PEC as an example. If the current element $\mathbf{J}$ is infinitely small, the E-field from it at any point $\mathbf{r}_{p}$ on the surface is given by ${ }^{28}$

$$
\begin{equation*}
\mathbf{E}_{i}=C_{k}\left[\eta \mathbf{J} C_{N_{1}}-\eta(\mathbf{J} \cdot \hat{\mathbf{R}}) \hat{\mathbf{R}} C_{N_{2}}\right] \frac{1}{R} e^{j k R} \tag{4.109}
\end{equation*}
$$

where we used $\mathbf{R}=\mathbf{r}_{p}-\mathbf{r}^{\prime}$. At the same point the E-field of the image source becomes

$$
\begin{equation*}
\mathbf{E}_{\mathrm{img}}=C_{k}\left[\eta \mathbf{J}_{\mathrm{img}} C_{N_{1 i}}-\left(\eta \mathbf{J}_{\mathrm{img}} \cdot \hat{\mathbf{R}}_{i}\right) \hat{\mathbf{R}}_{i} C_{N_{2 i}}\right] \frac{1}{R_{i}} e^{-j k R_{i}} \tag{4.110}
\end{equation*}
$$

where $\mathbf{R}_{i}=\mathbf{r}_{p}-\mathbf{r}_{\mathrm{img}}$. By using (4.101) and by studying Fig. 4.15 we get $\mathbf{r}_{\mathrm{img}}-\mathbf{r}_{p}=\mathbf{r}^{\prime}-\mathbf{r}_{p}-$ $2\left[\left(\mathbf{r}^{\prime}-\mathbf{r}_{p}\right) \cdot \hat{\mathbf{n}}\right] \hat{\mathbf{n}}$ or

$$
\begin{equation*}
\mathbf{R}_{i}=\mathbf{R}-2(\hat{\mathbf{R}} \cdot \hat{\mathbf{n}}) \hat{\mathbf{n}} . \tag{4.111}
\end{equation*}
$$

This means that $\mathbf{R}=\mathbf{R}_{i}$, and consequently that $C_{N_{1}}=C_{N_{1 i}}, C_{N_{2}}=C_{N_{2 i}}$.
Let us first consider the case where $\mathbf{J}$ is parallel with $\hat{\mathbf{n}}$. Then, $\mathbf{J}_{\text {img }}=\mathbf{J} \propto \hat{\mathbf{n}}$. The tangential components of the total E-field at the surface can be evaluated by taking $\hat{\mathbf{n}} \times\left(\mathbf{E}_{i}+\mathbf{E}_{\mathrm{img}}\right)$. This operation involves the following vector operations [when using $\mathbf{E}_{i}$ from (4.109) and $\mathbf{E}_{\text {img }}$ from (4.110)];

$$
\hat{\mathbf{n}} \times \hat{\mathbf{n}}=0, \quad \hat{\mathbf{n}} \times(\hat{\mathbf{n}} \cdot \hat{\mathbf{R}}) \hat{\mathbf{R}}, \quad \hat{\mathbf{n}} \times\left(\hat{\mathbf{n}} \cdot \hat{\mathbf{R}}_{i}\right) \hat{\mathbf{R}}_{i} .
$$

We see from (4.111) that $\hat{\mathbf{n}} \cdot \hat{\mathbf{R}}_{i}=-(\hat{\mathbf{n}} \cdot \hat{\mathbf{R}})$ and $\hat{\mathbf{n}} \times \hat{\mathbf{R}}_{i}=\hat{\mathbf{n}} \times \hat{\mathbf{R}}$, so that

$$
\hat{\mathbf{n}} \times(\hat{\mathbf{n}} \cdot \hat{\mathbf{R}}) \hat{\mathbf{R}}=\hat{\mathbf{n}} \times\left(\hat{\mathbf{n}} \cdot \hat{\mathbf{R}}_{i}\right) \hat{\mathbf{R}}_{i} .
$$

Using these we finally get $\hat{\mathbf{n}} \times\left(\mathbf{E}_{i}+\mathbf{E}_{\text {img }}\right)=0$ at the image surface, and the boundary condition on the PEC is satisfied.
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Figure 4.15: Imaging by electric and magnetic current sources in PEC ground plane.

Let us finally consider that $\mathbf{J}$ is orthogonal to $\hat{\mathbf{n}}$. Then, $\mathbf{J}_{\mathrm{img}}=-\mathbf{J}$ and the vector operations needed to determine the tangential E-field at the ground plane become

$$
\begin{aligned}
\hat{\mathbf{n}} \times \mathbf{J} & =-\hat{\mathbf{n}} \times \mathbf{J}_{\mathrm{img}}, \\
\hat{\mathbf{n}} \times(\mathbf{J} \cdot \hat{\mathbf{R}}) \hat{\mathbf{R}} & =\hat{\mathbf{n}} \times\left(\mathbf{J}_{\mathrm{img}} \cdot \hat{\mathbf{R}}_{i}\right) \hat{\mathbf{R}}_{i} .
\end{aligned}
$$

Using these, we also find that the boundary condition $\hat{\mathbf{n}} \times\left(\mathbf{E}_{i}+\mathbf{E}_{\mathrm{img}}\right)=0$ is satisfied. This proof could also have been done by visual inspection of the drawings in Fig. 4.15 and using the symmetry of the problems.

Thus, our imaging solutions satisfy the boundary conditions which means that they are valid and are unique solutions.

### 4.7 Integral equations and Method of Moments

We have in Section 4.2 expressed the fields as integrals over electric and magnetic currents located in free space. Actual field problems will also include a structure. However, even in the presence of a structure, it is always possible to define equivalent subproblems. These subproblems consist of equivalent or physical electric and magnetic sources radiating in an unbounded homogeneous material. Therefore, the field expressions for homogeneous regions play an important role even in formulating complicated field problems.

When using equivalent sources to formulate field problems we end up with integral equations which need to be solved in order to determine the equivalent sources. The integral equations are a result of enforcing the original boundary conditions of the fields at the boundaries, i.e., at the locations of the equivalent sources. Such integral equations are conveniently solved numerically by the Method of Moments [7]-[10]. Recall that this is not a book on numerical solutions by the Method of Moments. However, using a Method of Moments procedure, some of the classical integral formulas for antenna impedances and admittances can be derived more easily and with better physical insight. Therefore, we introduce this method here in order to use it in the analytic formulations in later sections ${ }^{29}$.

We consider as an example an integral equation of the form

$$
\begin{equation*}
\left[\mathbf{E}_{i}(\mathbf{r})+\mathbf{E}_{S}(\mathbf{r})\right]_{\tan }=0 \quad \text { for } \mathbf{r}=\mathbf{r}_{S}(u, v) \tag{4.112}
\end{equation*}
$$

which means that the tangential components of $\mathbf{E}_{i}(\mathbf{r})+\mathbf{E}_{S}(\mathbf{r})$ are zero at the surface $S$ described by $\mathbf{r}_{S}(u, v) . \mathbf{E}_{i}(\mathbf{r})$ is a known incident field on $S$, and

$$
\begin{equation*}
\mathbf{E}_{S}(\mathbf{r})=\iint_{S^{\prime}} \mathbf{J}\left(\mathbf{r}^{\prime}\right) \cdot \overline{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) d S^{\prime} \tag{4.113}
\end{equation*}
$$

is the field scattered by the unknown induced current distribution $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$, with $S^{\prime}$ the surface $\mathbf{r}^{\prime}=\mathbf{r}_{S}(u, v)$, which is the same as the surface $S$ over which the unknown current $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ is distributed, and $\overline{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is the dyadic Green's function of the field problem. $\overline{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ may be the Green's function in free space (or generally homogeneous space), where we have

$$
\begin{equation*}
\mathbf{J}\left(\mathbf{r}^{\prime}\right) \cdot \overline{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=C_{k}\left[\eta \mathbf{J}\left(\mathbf{r}^{\prime}\right) C_{N_{1}}-\left(\eta \mathbf{J}\left(\mathbf{r}^{\prime}\right) \cdot \hat{\mathbf{R}}\right) \hat{\mathbf{R}} C_{N_{2}}\right] \frac{1}{R} e^{-j k R} \tag{4.114}
\end{equation*}
$$



Figure 4.16: Examples of expansions of a current distribution $J_{y} \hat{\mathbf{y}}$ along a strip in different basis functions. (a) Sinusoidal entire domain basis functions for a Fourier series representation of $J_{y}$. (b) Pulse basis functions for a staircase approximation of $J_{y}$. (c) Triangular rooftop basis functions for a piecewise linear approximation of $J_{y}$.
as given in Section 4.2.1, where $R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ and $\hat{\mathbf{R}}=\left(\mathbf{r}-\mathbf{r}^{\prime}\right) /\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$.
We want to determine $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ by solving the integral equation. The standard way to do this is to expand $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ in $M$ basis functions $\mathbf{B}_{m}\left(\mathbf{r}^{\prime}\right)$ according to

$$
\begin{equation*}
\mathbf{J}\left(\mathbf{r}^{\prime}\right)=\sum_{m=1}^{M} I_{m} \mathbf{B}_{m}\left(\mathbf{r}^{\prime}\right) \tag{4.115}
\end{equation*}
$$

where $I_{m} \mathrm{~S}$ are unknown coefficients. The basis function can be of different types. The most common ones are entire domain and subsectional basis functions (Fig. 4.16). Each entire domain basis function covers the whole surface $S^{\prime}$, and together they may correspond to, e.g., a one or two-dimensional Fourier series expansion of $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ over the surface $S^{\prime}$. The subsectional basis functions covers different subsections of the source surface $S^{\prime}$, and they may or may not overlap with the neighboring basis functions. All together the subsectional basis functions cover the complete surface $S^{\prime}$ over which the unknown current is distributed. The subsectional basis functions may, e.g., be non-overlapping rectangular pulse functions located side by side, corresponding to a staircase approximation of $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$. They may also be triangular rooftop functions which correspond to a staircase approximation of $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ in one direction and a piecewise linear approximation in the other. The piecewise linear approximation of $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ is obtained by letting neighboring triangular sections overlap to $50 \%$. The basis functions must cover all different components of $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$. The Method of Moments solution converges more rapidly if the basis functions are chosen in a way that they represent the major physical characteristics of the current distribution, such as being zero at the ends of wires etc.
Now we insert the basis function expansion of $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ into the integral equation. The result is

$$
\begin{align*}
& {\left[\mathbf{E}_{i}(\mathbf{r})\right]_{\tan }+\sum_{m=1}^{M} I_{m}\left[\mathbf{E}_{B_{m}}(\mathbf{r})\right]_{\tan }=0 \quad \text { on } S}  \tag{4.116}\\
& \text { with } \quad \mathbf{E}_{B_{m}}(\mathbf{r})=\iint_{S^{\prime}} \mathbf{B}_{m}\left(\mathbf{r}^{\prime}\right) \cdot \overline{\mathbf{G}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) d S^{\prime} \tag{4.117}
\end{align*}
$$

The above Eq. (4.116) states that the boundary condition must be satisfied continuously over the surface $S$. This is of course impossible when the current is approximated by a finite series. We have to introduce some kind of weighted average of the boundary condition. To this end, we introduce $N$ weighting functions $\mathbf{W}_{n}\left(\mathbf{r}_{S}\right)$ over $S^{30}$ which are tangential to the surface. We multiply (4.116) with each of the and integrate over $S$. The result is

$$
\begin{gather*}
\sum_{m=1}^{M} I_{m} Z_{m n}=V_{n} \quad \text { for } n=1, N  \tag{4.118}\\
\text { with } \quad Z_{m n}=\left\langle\mathbf{E}_{B_{n}}\left(\mathbf{r}_{S}\right), \mathbf{W}_{n}\left(\mathbf{r}_{S}\right)\right\rangle=\iint_{S} \mathbf{E}_{B_{m}}\left(\mathbf{r}_{S}\right) \cdot \mathbf{W}_{n}\left(\mathbf{r}_{S}\right) d S  \tag{4.119}\\
V_{n}=-\left\langle\mathbf{E}_{i}\left(\mathbf{r}_{S}\right), \mathbf{W}_{n}\left(\mathbf{r}_{S}\right)\right\rangle=-\iint_{S} \mathbf{E}_{i}\left(\mathbf{r}_{S}\right) \cdot \mathbf{W}_{n}\left(\mathbf{r}_{S}\right) d S
\end{gather*}
$$

The equations in (4.118) form a set of $N$ linear equations to determine the $M$ unknown expansion coefficients $I_{m}$. We need $N=M$ weighting functions in order to get a unique
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Figure 4.17: Illustration of cross section of wire of radius $a$ and the locations of an incremental current segment, $\mathbf{r}_{e}$, and a test segment, $\mathbf{r}_{t}$. The current segment consists of a pulse current filament of length $l$, plus two point charges at either end.
solution for all $I_{m}$. One of the most accurate approaches is to choose the weighting functions equal to the basis functions, i.e., $\mathbf{W}_{n}\left(\mathbf{r}_{S}\right)=\mathbf{B}_{n}\left(\mathbf{r}_{S}\right)$, which is referred to as Galerkin's method. In this case we recognize $Z_{m n}$ as the reaction between the two current sources $\mathbf{B}_{m}\left(\mathbf{r}^{\prime}\right)$ and $\mathbf{B}_{n}\left(\mathbf{r}_{S}\right) . Z_{m n}$ gets the dimension ohm $(\Omega)$ and represents a mutual impedance if we choose all $\mathbf{B}_{n}\left(\mathbf{r}_{S}\right)$ to have dimension inverse meters $\left(\mathrm{m}^{-1}\right)$, so that $I_{m}$ gets the dimension Ampere (A). $Z_{m n}$ and $V_{n}$ can be evaluated numerically. There are severe difficulties in evaluating $Z_{m n}$ when $\mathbf{B}_{m}\left(\mathbf{r}^{\prime}\right)$ and $\mathbf{W}_{n}\left(\mathbf{r}_{S}\right)$ overlap. This is because the Green's function in (4.116) is singular when the field point $\mathbf{r}_{S}$ and the source point $\mathbf{r}^{\prime}$ coincide. These singularities are referred to as source point singularities. $Z_{m m}$ represents the self-impedance of each basis function $\mathbf{B}_{m}\left(\mathbf{r}_{S}\right)$.

Method of Moments solutions can be implemented numerically and several computer codes are available for analysis of, e.g., wire antennas, two-dimensional scatterers and bodies of revolution, and even three-dimensional scatterers. Infinite multilayer substrates and ground planes can be included via the Green's function ${ }^{31}$. The problem in implementing a Method of Moments solution is often related to the treatment of the source point singularities. In some cases it may be also difficult to get uniform convergence of the results when $M$ increases due to numerical instabilities. In many Method of Moments implementations, there are also problems with structure resonances which give erroneous results at specific frequencies. However, in most cases the Method of Moments gives acceptable and accurate results. For this reason, it is often used as an "ideal" reference for other approximate calculation methods.

In the present book we will only use the Method of Moments with one or two basis functions, in order to derive analytic integral solutions to the input impedance of a dipole, a slot and a microstrip patch antenna. It is possible to get accurate results by using only one or two basis functions if they are chosen correctly. This requires experience and physical insight. For the three mentioned examples, the current distributions are known to be approximated well by half-wave sine or cosine functions. We will in the next two subsections present a numerical algorithm for evaluation of near-field couplings between subsectional basis function for wire and surface currents, and we will later use these to evaluate self-impedances of dipoles, slots and patches. Some basic literature about the Method of Moments in electromagnetics is given in the reference list, see [7]-[10].
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### 4.7.1 Simple algorithm for near-field from line current

The vector integral forms of the E- and H-fields given in Section 4.2.1 have strong source point singularities. This fact makes them not suitable for evaluation of self-impedances and Method of Moments matrix elements of wire antennas. Therefore, we here present a nearfield formula which is far more convenient for numerical evaluation. We will only show the formula for the E-field, as this is the only one needed when computing impedances of wire antennas.

Consider the same line current $I_{0} \hat{1}$ of incremental length $l \ll \lambda$, which was introduced in (4.64), and locate it with its center at the point $\mathbf{r}_{l}$, see Fig. 4.17. Then, we want to evaluate the field at a location $\mathbf{r}_{t}+a \hat{\boldsymbol{\rho}}$, at the surface of the wire, where $a$ is the radius of the wire, $\mathbf{r}_{t}$ is at its center line, and $\hat{\boldsymbol{\rho}}$ is orthogonal to the direction $\hat{\mathbf{t}}$ of the wire, i.e, $\hat{\boldsymbol{\rho}} \perp \hat{\mathbf{t}}$. We need the $\hat{\mathbf{t}}$ component of the E-field at $\mathbf{r}_{t}+a \hat{\boldsymbol{\rho}}$. This becomes, by assuming a thin wire approximation,

$$
\begin{equation*}
\mathbf{E}\left(\mathbf{r}_{t}+a \hat{\boldsymbol{\rho}}\right) \cdot \hat{\mathbf{t}} t=C_{k} \eta I_{0} t\left\{\hat{\mathbf{l}} \cdot \hat{\mathbf{t}} \Psi_{J}-\frac{1}{k^{2} t} \Psi_{q}(t)\right\}, \tag{4.121}
\end{equation*}
$$

where $\mathbf{l}=l \hat{\mathbf{l}}$,

$$
\begin{gather*}
\Psi_{J}=\frac{1}{l} \int_{-l / 2}^{l / 2} \frac{1}{R\left(l^{\prime}\right)} e^{-j k R\left(l^{\prime}\right)} d l^{\prime} \quad \text { with } \quad R\left(l^{\prime}\right)=\left|\left(\mathbf{r}_{t}+a \hat{\boldsymbol{\rho}}\right)-\left(\mathbf{r}_{l}+l^{\prime} \hat{\mathbf{1}}\right)\right|  \tag{4.122}\\
\Psi_{q}(t)=\frac{1}{R_{\mathrm{pp}}} e^{-j k R_{\mathrm{pp}}}-\frac{1}{R_{\mathrm{pm}}} e^{-j k R_{\mathrm{pm}}}-\frac{1}{R_{\mathrm{mp}}} e^{-j k R_{\mathrm{mp}}}+\frac{1}{R_{\mathrm{mm}}} e^{-j k R_{\mathrm{mm}}} \tag{4.123}
\end{gather*}
$$

with $5.16^{32}$

$$
\begin{align*}
R_{\mathrm{pp}} & =\left|\left(\mathbf{r}_{t}+(t / 2) \hat{\mathbf{t}}+a \hat{\boldsymbol{\rho}}\right)-\left(\mathbf{r}_{l}+(l / 2) \hat{\mathbf{l}}\right)\right|, \\
R_{\mathrm{pm}} & =\left|\left(\mathbf{r}_{t}+(t / 2) \hat{\mathbf{t}}+a \hat{\boldsymbol{\rho}}\right)-\left(\mathbf{r}_{l}-(l / 2) \hat{\mathbf{l}}\right)\right|,  \tag{4.124}\\
R_{\mathrm{mp}} & =\left|\left(\mathbf{r}_{t}-(t / 2) \hat{\mathbf{t}}+a \hat{\boldsymbol{\rho}}\right)-\left(\mathbf{r}_{l}+(l / 2) \hat{\mathbf{l}}\right)\right|, \\
R_{\mathrm{mm}} & =\left|\left(\mathbf{r}_{t}-(t / 2) \hat{\mathbf{t}}+a \hat{\boldsymbol{\rho}}\right)-\left(\mathbf{r}_{l}-(l / 2) \hat{\mathbf{l}}\right)\right| .
\end{align*}
$$

We have, also in (4.121), weighted the field with the length $t \ll \lambda$ of a subsectional test function. The expression for $\Psi_{J}$ can be integrated numerically for all locations of $\mathbf{r}_{t}$ since we have avoided the source point singularity by introducing the wire radius. It can also be conveniently approximated by

$$
\begin{equation*}
\Psi_{J}=\frac{1}{r} e^{-j k r} \quad \text { with } \quad r=\sqrt{\left|\mathbf{r}_{t}-\mathbf{r}_{l}\right|^{2}+a^{2}} \tag{4.125}
\end{equation*}
$$

The above equations are obtained from [7, Sec. 4-2 and 4-3], except that we have introduced a simpler approximation of $\Psi_{J}$. This is valid even for $\mathbf{r}_{t}=\mathbf{r}_{l}$ provided $l \ll a$, which means that it converges when $l$ decreases for a given wire radius. $\Psi_{J}$ originates from the line current, the first two terms in (4.123) represent the negative gradient of the potential originating from the point charge at the end $\mathbf{r}_{l}+(l / 2) \hat{\mathbf{l}}$ of the line current, and the last two terms represent the negative gradient of the potential originating from the negative charge at its opposite end $\mathbf{r}_{l}-(l / 2) \hat{1}$.
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Figure 4.18: Illustration of surface current segment of width $w$ and length $l$, and test segment of width $v$ and length $t$.

For $l \leq 0.005$, the algorithm gives plausible accuracy even for the reactive field components when computing impedances and admittances. It has been used to produce the results shown in Fig. 5.9 and Fig. 5.16 ${ }^{33}$.

### 4.7.2 Simple algorithm for near-field from surface current

Now we will present a similar formula for convenient evaluation of near-fields of surface current segments. The formula is similar to that presented in [11]. But instead of pulse basis functions for charges, we have chosen line charge distributions at the edges of the pulse current basis functions.

Consider an incremental $y$-directed surface current segment located at $\mathbf{r}_{S}$ and of width $w$ and length $l$ in the $x y$-plane, as shown in Fig. 4.18, i.e.,

$$
\begin{equation*}
\mathbf{J}\left(\mathbf{r}_{S}+x \hat{\mathbf{x}}+y \hat{\mathbf{y}}\right)=J_{0} \hat{\mathbf{y}} \quad \text { for }-\frac{w}{2}<x<\frac{w}{2},-\frac{l}{2}<y<\frac{l}{2} . \tag{4.126}
\end{equation*}
$$

We want to evaluate the field at a location $\mathbf{r}_{t}$, which may or may not coincide with $\mathbf{r}_{S}$. We here limit the formula to the $y$-component of the E-field, and weight this with the area $A=t v$ of a subsectional test function. When $\mathbf{r}_{t}$ and $\mathbf{r}_{S}$ coincide, we enforce $t=l$ and $v=w$.
Then, correspondingly to the formula in the previous subsection, we have,

$$
\begin{equation*}
\mathbf{E} \cdot \hat{\mathbf{y}} t v=C_{k} \eta J_{0} t v\left\{l w \Psi_{J}-\frac{w}{k^{2} t} \Psi_{q}(t)\right\} \tag{4.127}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{J}=\frac{1}{l w} \int_{-l / 2}^{l / 2} \int_{-w / 2}^{w / 2} \frac{1}{R\left(x^{\prime}, y^{\prime}\right)} e^{-j k R\left(x^{\prime}, y^{\prime}\right)} d x^{\prime} d y^{\prime} \tag{4.128}
\end{equation*}
$$

[^66]\[

$$
\begin{array}{lc}
\text { with } & R\left(x^{\prime}, y^{\prime}\right)=\left|\mathbf{r}_{t}-\left(\mathbf{r}_{S}+x^{\prime} \mathbf{x}+y^{\prime} \mathbf{y}\right)\right| \\
\text { and } & \Psi_{q}(t)=\Psi_{\mathrm{wpp}}-\Psi_{\mathrm{wpm}}-\Psi_{\mathrm{wmp}}+\Psi_{\mathrm{wmm}} \\
\text { with } & \Psi_{\mathrm{wpp}}=\frac{1}{w} \int_{-w / 2}^{w / 2} \frac{1}{R_{\mathrm{pp}}\left(x^{\prime}\right)} e^{-j k R_{\mathrm{pp}}\left(x^{\prime}\right)} d x^{\prime} \tag{4.131}
\end{array}
$$
\]

and similarly for $\Psi_{\mathrm{wpm}}, \Psi_{\mathrm{wmp}}$ and $\Psi_{\mathrm{wpp}}$ with

$$
\begin{align*}
R_{\mathrm{pp}}\left(x^{\prime}\right) & =\left|\left(\mathbf{r}_{t}+\left(t^{\prime} / 2\right) \hat{\mathbf{t}}\right)-\left(\mathbf{r}_{s}+(l / 2) \hat{\mathbf{y}}+x^{\prime} \hat{\mathbf{x}}\right)\right| \\
R_{\mathrm{pm}}\left(x^{\prime}\right) & =\left|\left(\mathbf{r}_{t}+\left(t^{\prime} / 2\right) \hat{\mathbf{t}}\right)-\left(\mathbf{r}_{S}-(l / 2) \hat{\mathbf{y}}+x^{\prime} \hat{\mathbf{x}}\right)\right| \\
R_{\mathrm{mp}}\left(x^{\prime}\right) & =\left|\left(\mathbf{r}_{t}-\left(t^{\prime} / 2\right) \hat{\mathbf{t}}\right)-\left(\mathbf{r}_{S}+(l / 2) \hat{\mathbf{y}}+x^{\prime} \hat{\mathbf{x}}\right)\right|  \tag{4.132}\\
R_{\mathrm{mm}}\left(x^{\prime}\right) & =\left|\left(\mathbf{r}_{t}-\left(t^{\prime} / 2\right) \hat{\mathbf{t}}\right)-\left(\mathbf{r}_{S}-(l / 2) \hat{\mathbf{y}}+x^{\prime} \hat{\mathbf{x}}\right)\right|
\end{align*}
$$

The above integrals can readily be evaluated numerically, except for the three cases when $\mathbf{r}_{t}=\mathbf{r}_{S}$ and $\mathbf{r}_{t}=\mathbf{r}_{S} \pm((l / 2)+(t / 2)) \hat{\mathbf{l}}$. In the first case, the integrands of $\Psi_{J}, \Psi_{\mathrm{wpp}}$ and $\Psi_{\mathrm{wmp}}$ have singularities. We can avoid the singularity problem in $\Psi_{J}$ by transforming the $\Psi_{J}$ integral to the polar coordinates, and evaluate it numerically by discretizing $\phi$ according to

$$
\begin{equation*}
\Psi_{J}=\frac{4}{l w} \sum_{n=1}^{N} \Delta \phi \frac{j}{k}\left[e^{-j k R\left(\phi_{n}\right)}-1\right] ; \quad \Delta \phi=\frac{\pi}{2 N} \tag{4.133}
\end{equation*}
$$

with

$$
\begin{gather*}
\phi_{n}=\frac{1}{2} \Delta \phi+\Delta \phi(n-1) \quad \text { for } n=1,2, \ldots, N  \tag{4.134}\\
R\left(\phi_{n}\right)=\left\{\begin{array}{ll}
\frac{w}{2 \cos \phi_{n}} & \text { for } 0<\phi_{n}<\phi_{0} \\
\frac{l}{2 \sin \phi_{n}} & \text { for } \phi_{0}<\phi_{n}<\pi / 2
\end{array},\right.  \tag{4.135}\\
\phi_{0}=\arctan (l / w) .
\end{gather*}
$$

The singularity problem in $\Psi_{\text {wpp }}$ and $\Psi_{\text {wmm }}$ can be avoided by introducing $t^{\prime}<t$, see Fig. 4.18, for instance $t^{\prime}=0.5 t$, and instead evaluating the field by using

$$
\begin{equation*}
\mathbf{E} \cdot \hat{\mathbf{y}} t v=C_{k} \eta J_{0} t v\left\{l w \Psi_{J}-\frac{w}{k^{2} t^{\prime}} \Psi_{q}\left(t^{\prime}\right)\right\} . \tag{4.136}
\end{equation*}
$$

Note that the first $t$ in the equation, which represent the length of the test function (i.e., the weight), is kept to its original value, whereas the second and third $t$ are changed to $t^{\prime}$. The first $t$ is used to evaluate the gradient of the potentials from the line charges at the ends of the surface current element, and this can of course be chosen independently of the length of the test function.

In the second and third cases, we may correspondingly use (4.136) to avoid the singularities in $\Psi_{\mathrm{wpm}}$ or $\Psi_{\mathrm{wmp}}$.

For $l \leq 0.0025, N=1000$ and $t^{\prime}=t / 2$, the algorithm gives acceptable accuracy even for the reactive field components when computing impedances and admittances. It has been used to produce the results in Fig. 5.9 and Fig. 5.24*.

### 4.8 Complementary comments by S. Maci

The Equivalence theorem is the modern electromagnetic extension of the classical Huygens principle of the XVII century. This principle asserts that "each element of wavefront can be regarded as a center of secondary disturbance which gives rise to spherical wavelets ... the position of the wavefront at any later time is the envelope of all such wavelets" [12]. Fresnel extended the Huygens theorem in 1870, leading to the formulation of the so-called Huygens-Fresnel principle, which is the foundation of the theory of diffraction of light. Fresnel supplemented Huygens construction with the postulate that the secondary wavelets can mutually interfere when the wavefront is obstructed by a surface located between the source and the observer. Kirchhoff gave these ideas a mathematical basis in 1883 [13], by showing that the Huygens-Fresnel principle may be regarded as an approximate asymptotic form of a radiation integral that expresses the solution of the homogeneous wave equation. The integral theorem of Kirchhoff can be regarded as the scalar version of the radiation integral of the equivalence theorem. The first modern version of this theorem for electromagnetic waves (Section 4.3.2) was published by A.E.H. Love [14] in 1901 and rigorously proven by McDonald in 1911 [15]. Another physically appealing proof of this theorem is due to Schelkunoff [16]. As a result of the above, the equivalence theorem is today most often referred as Love's equivalent theorem or the Love-Schelkunoff equivalence theorem.

A general treatment of all types of equivalence theorems can be found in [17]. Here, Harrington poses the emphasis on the fact that it is somewhat restrictive to impose the null field inside the equivalence surface $S$ as Love did in his formulation. Any other field would serve as well, leading to the definition of an infinite set of equivalent currents as far as the external region is concerned. Any type of internal field can be constructed, provide the equivalent currents are defined by the jump of the tangential electric and tangential magnetic field at the surface. As a particular choice, this allows for defining a particular set of electric currents only (as well as magnetic current only) radiating in free space, which are equivalent for the external field [18].

Section 4.2.5 presents the expression to replace an electric (magnetic) current distribution with a magnetic (electric) current distribution that radiates exactly the same field. This can also be understood as the existence of non-radiating sources, obtained as the sum of an electric (magnetic) current distribution and its magnetic (electric) replacement current distribution with the opposite sign. The existence of non-radiating current distributions is on the other hand embedded in Love's formulation of the equivalence theorem, which makes the field radiated by the equivalent currents zero inside the equivalence surface.

Section 4.7 summarizes the Method of Moments (MoM) method based on Electric Field Integral Equation (EFIE) for antenna problems. It has been mentioned that the major difficulty in implementing this method is the hyper-singular reaction integral representing the self-impedance. The hyper-singularity is in the dyadic Green's function of the electric field occurring in the kernel. This problem may be overcome by using the Mixed Potential Integral Equation (MPIE) approach [19], where the electric field at the surface boundary is represented by vector and scalar potentials. In this way, the MoM impedances are reduced to the summation of two contributions. The first contribution is the reactions between weightfunction currents and vector potentials produced by basis-currents; the second contribution is the reaction integral between weight-function charges and scalar potentials produced by basis-function charges. Both the resulting integrals of the MPIE self-impedances contain
singularity of order one, easy to be calculated. MPIE formulation for multilayer Green's functions, useful for patch antenna problems, is presented in [20]. The MPIE decomposition requires that the vector basis/weight functions are div-conforming, namely their divergence possess a zero at the line-boundary of the subdomain. This property should be satisfied by any MoM Galerkin basis. In particular, the most used div-conforming basis-functions in MoM codes, are the so called Rao-Wilton-Glisson (RWG) basis functions [21], which, thanks to their triangular domain, are adaptable to any type for curved surfaces. Another impairment of MoM is its breakdown for low frequencies. This can be overcome by decomposing the surface currents in a solenoidal and a non-solenoidal remainder [21]-[22].

The direct inversion of a MoM matrix of dimension $N$ requires $N^{3}$ numerical operations. Since the density of the sub-domain basis functions should be of the order of ten in a wavelength, the direct inversion becomes rapidly not affordable when increasing the dimension of the antenna in terms of wavelengths. Iterative solutions should be invoked for a more efficient inversion of the problem. This inversion is greatly alleviated if one finds a good pre-conditioner for the specific problem [22]-[23]. For very large antenna problems, MoM can be formulated by the Fast Multiple Method (FMM) [24] or by its multilevel version (MLFMM) [25]. This produces a drastic sparsification of the MoM matrix, which reduces the asymptotic complexity of the problem to $N \log N$ operations where $N$ is the dimension of the MoM matrix. Alternatively, one can reduce the size by compressing the MoM matrix. This compression is obtained by numerical generation from RWG functions of quasi-orthogonal synthetic functions based on a singular value decomposition of the solution currents from a set of independent wave excitations. Depending on the type of wave excitation, different method can be defined [26][27].

### 4.9 Exercises to Chapter 4

1. Incremental sources: Evaluate and compare the relative cross-polar levels in dB for the linearly $y$-polarized incremental electric and magnetic current sources and the Huygens source, at $\theta=20^{\circ}$ in the $\varphi=0^{\circ}, 45^{\circ}$ and $90^{\circ}$ planes. Compare also the level of the back radiation at $\theta=180^{\circ}$.
2. Incremental sources: Derive the radiation field expressions for RHC polarized incremental electric and magnetic current sources, as well as for the Huygens source. Find and compare the relative cross-polar levels in dB at $\theta=20^{\circ}$ in the $\varphi=0^{\circ}, 45^{\circ}$ and $90^{\circ}$ planes.
3. Incremental dipoles for circular polarization: Consider two orthogonal incremental dipoles, located at the same point in space; one pointing in $\hat{\mathbf{x}}$ direction with amplitude $I_{0}$ and $0^{\circ}$-phase and the other pointing in $\hat{\mathbf{y}}$ direction with amplitude $I_{0}$ and $90^{\circ}$-phase. Derive the expressions for the radiation field. Determine the expressions for the co- and cross-polar patterns for a desired circular polarization. Sketch the two patterns in a figure. What is the relative level of the highest cross-polar sidelobe?
4. Hard boundary condition: Extra exercise for those interested in mathematics: Derive the hard boundary condition in Section 4.1.4 from the general boundary conditions in Section 4.1.2 for the $\mathrm{TE}_{z}$ case of a 2 D field problem.
5. Magnetic currents: Consider a small rectangular radiating slot in an infinite ground plane. Assume that the E-field in the slot is $\mathbf{E}=\cos (\pi x /(2 a)) \hat{\mathbf{y}}$ for $-a<x<a$ and $-b<y<b$ where $a \ll \lambda$ and $b \ll \lambda$.
a) Explain how you can find the radiation field of the slot by using the PEC equivalent, imaging and the radiation field of a magnetic current distribution in free space. Write the expression for the radiation field.
b) Find the directivity.
c) Is the boundary condition at the PEC soft or hard in E-plane? What about in H-plane?
6. Circularly polarized Huygens source: Derive the expressions for the radiation field of the incremental Huygens source from those of the incremental electric and magnetic dipoles. Construct a Huygens source for circular polarization. Find the co- and cross-polar radiation patterns in the latter case.
7. Imaging of vertical electric monopole: Consider a vertical short electric current source on an infinite ground plane. This can, for instance, be the center conductor of a coaxial line coming out of a hole in the ground plane.
a) Use imaging to find the far-field function, and find thereafter the directivity when we assume that the vertical source is infinitesimal.
b) Is the boundary condition of this field soft or hard at the PEC?
8. Imaging of horizontal dipole: Consider an horizontal incremental electric dipole located $d$ above an infinite ground plane.
a) Derive the expression for the radiation field by using imaging when $d=\lambda / 4$.
b) Is the boundary condition at the PEC soft or hard in H-plane?
c) Why is the far-field zero at the PEC in E-plane? Study the near-field. Is the boundary condition actually soft or hard at the PEC in this plane?
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## Chapter 5

## Small wire and slot antennas

In the previous chapter we considered the general theories about how to calculate radiation fields by integration over known current distributions (Chapter 4) and about how to characterize these radiation fields (Chapter 2). We will now start to apply the theories to practical antennas. Later on there will be also some general theory in Chapter 6 about apertures. The present chapter is devoted to small wire radiators such as the monopole, dipole, loop and helical antennas. We will also study radiation from a small slot in a ground plane when this is excited in different ways.

### 5.1 Electric monopole and dipole

We will in this section describe the short wire antenna. In its simplest form it is realized as a center conductor coming out at the end of a coaxial cable, and it is then called a monopole antenna. We will study the monopole when it is mounted on an infinite ground plane, obtained by penetrating the center conductor of the cable through a hole in a large metal plate and by connecting the shield of the cable (outer conductor) to the metal plate (Fig. 5.1). We will also study dipole antennas, which are wire antennas excited near the center of the wire. The excitation of the dipole is normally very complicated since a field transformation is needed from the rotationally symmetric coaxial feed line to the unsymmetrical dipole. Such transformations are done by so-called baluns, where the name is an abbreviation resulting from a transformation between a balanced (two wire) line and a unbalanced (coaxial) line representing the dipole. Two examples of dipoles above ground with different baluns are shown in Fig. 5.1. Several other examples of baluns can be found in the literature [1][2].

The present section is based on the theories of incremental electric currents ${ }^{1}$. We start by presenting the approximate current distribution on the monopole and the dipole. Thereafter we find the radiation resistance of the short dipoles. This resistance is very small, but increases with the length of the dipole, so, we need a certain length in order to get an
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Figure 5.1: Monopole antenna on ground plane (left) and two dipoles on ground plane with different baluns (right).
impedance match to the transmission line. We will show that the optimum length in order to obtain impedance match to a $75 \Omega$ cable is about half a wavelength.

The actual measured radiation impedance of a practical half-wave dipole will always differ from the theoretical value. The reason is that the balun and the interaction between the feed gap and the balun cannot be modelled accurately. It is even difficult to model the thickness of the dipole arms correctly. We will limit the analysis to the simplest possible, which is sufficiently accurate for predicting the radiation pattern. It is not accurate for the impedance, but normally advanced numerical methods do not give better results either. Therefore, the development of dipole antennas with good impedance match is always done experimentally. However, calculations are often used with success to estimate the relative change of the impedance with frequency and dimensions in order to facilitate the experimental tuning.

### 5.1.1 Approximate current distribution of monopole

We consider first a vertical and very thin monopole coming up from a little hole in a ground plane, as shown in Fig. 5.2. We assume that the wave on the coaxial line behind the ground plane and the fields in the coaxial hole induce a sinusoidal current distribution on the monopole, of the form

$$
\begin{equation*}
\mathbf{J}_{l}\left(z^{\prime}\right)=I_{0} \sin \left[k\left(\frac{l}{2}-z^{\prime}\right)\right] / \sin (k l / 2) \hat{\mathbf{z}} \quad \text { for } 0<z^{\prime}<l / 2 \tag{5.1}
\end{equation*}
$$

where $l / 2$ is the length of the monopole. We have chosen the length $l / 2$ instead of $l$ in order to make the formula similar to that of the dipole in the next subsection. The normalization


Figure 5.2: Geometry (left) and approximate current distribution (right) of monopole and its image.
in (5.1) is chosen in a way that the current is equal to $I_{0}$ in the coaxial opening ( $z^{\prime}=0$ ) and zero at the end $z^{\prime}=l / 2$. This current distribution is empirical, but also expected from intuitive arguments as follows. An open coaxial line without any termination will cause total reflection with $I=0$ at its end and a current varying sinusoidally from the end backwards on the cable. If we flare out the outer conductor, we can look upon the monopole on the ground plane as a conical coaxial continuation of the coaxial transmission line, and we may expect to maintain the sinusoidal current distribution. This expectation is not precise, because the conical coaxial line radiates, but the thin open cylindrical coaxial line almost does not. Accurate analysis by means of numerical methods also shows that the current distribution in reality is very similar to (5.1) for single monopoles on infinite ground planes provided that the monopole is thin and short. In practice the length $l / 2$ is around $\lambda / 4$ for which (5.1) is still an acceptable approximation. The current distribution gradually deteriorates from (5.1) when $l / 2$ becomes longer than $\lambda / 4$. See also the discussion at the end of the next subsection. When the reactive part of the input impedance is zero, the monopole is said to be resonant. This appears when $l / 2 \approx \lambda / 4$.

When the monopole has a finite thickness up to $t=0.1 \lambda$, the current distribution in (5.1) is still a useful approximation if we introduce an equivalent length $l / 2=l_{c} / 2+t / 2$ where $l_{c} / 2$ is the length of the metal cylinder representing the monopole, see Fig. 5.2.

By using (5.1) we also assume that the current is floating along the center of the wire instead of its surface which it does in reality. This assumption is commonly referred to as the thin wire approximation.

The far-field function including the effect of the infinite ground plane can be calculated by making use of imaging ${ }^{2}$. The result is a total current as

$$
\begin{equation*}
\mathbf{J}_{l}\left(z^{\prime}\right)=I_{0} \sin \left[k\left(\frac{l}{2}-\left|z^{\prime}\right|\right)\right] / \sin (k l / 2) \hat{\mathbf{z}} \quad \text { for } 0<\left|z^{\prime}\right|<l / 2 . \tag{5.2}
\end{equation*}
$$
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Figure 5.3: Geometry (left) and approximate current distribution (right) of dipole in free space.

### 5.1.2 Approximate current distribution of dipole

In practice a dipole consists of two aligned quarter wavelength long cylinders, which are called the dipole arms and most often have circular cross-section. The arms are separated by a feed gap where they are in metal contact with the feed cable or with the balun.

In analytical modeling it is common to replace the cylindrical dipole arms by line currents located along the center line of the arms (the thin wire approximation), and to assume that the effective length of the line current is $l=l_{c}+t$ with a short feed gap over which there is an electric current generator providing a constant current $I_{0}$ (Fig. 5.3). The variable $t$ is the wire thickness. It is also common to neglect the effect of the connecting transmission line and the balun. The current distribution of this idealized dipole is approximately given by

$$
\begin{align*}
\mathbf{J}_{l}\left(z^{\prime}\right) & =I_{0} j\left(z^{\prime}\right) \hat{\mathbf{z}} \\
\text { with } \quad j\left(z^{\prime}\right) & =\sin \left[k\left(\frac{l}{2}-\left|z^{\prime}\right|\right)\right] / \sin (k l / 2) \quad \text { for }\left|z^{\prime}\right|<l / 2 . \tag{5.3}
\end{align*}
$$

Note that $\mathbf{J}_{l}=I_{0} \hat{\mathbf{z}}$ for $z^{\prime}=0$ and that $\mathbf{J}_{l}$ is not smooth at $z^{\prime}=0$ unless $l=\lambda / 2$. In reality the current distribution will depend on the wire thickness $t$ and length $l$, the size of the feed gap. Furthermore, it also depends on the surrounding structure, such as the feed line, the balun, a possible shield around the feed line and the balun, a possible ground plane, and possible neighboring dipoles in an array.

The current distribution in (5.3) is a good approximation for center-fed straight thin wire antennas in free space. Unfortunately, real antennas are not located in the free space. Still, the approximate current distribution is usable for the monopole (see Subsection 5.1.1) even when it is significantly longer than $\lambda / 4$, provided it is located vertically on a large ground plane. The reason is that the environment of the monopole is very clean, resembling free space after imaging, for which the approximate current distribution is quite accurate. However, when studying half-wave dipoles the surroundings are not so clean. Even when neglecting the feed gap, feed line and balun, there will in most cases be a ground plane or neighboring dipoles present. In this case imaging in the ground plane does not correspond to a pure lengthening of the dipole like for the monopole. The ground plane causes an image dipole at another location which will effect the current distribution by mutual coupling. Still, (5.3) is usable as an approximation when $l<0.7 \lambda$ typically. It represents a good approximation up
to $l \approx 0.5 \lambda$ even when there are other disturbing elements present. The most common length of practical dipole antennas is $0.5 \lambda$. A dipole is said to be resonant when the reactive part of its input impedance is zero. This appears when $l \approx 0.5 \lambda$.

### 5.1.3 Far-field function of dipole

When the dipole is oriented in an arbitrary direction $\hat{\mathbf{l}}$, we can write

$$
\begin{align*}
\mathbf{J}_{l}\left(l^{\prime}\right) & =I_{0} j\left(l^{\prime}\right) \hat{\mathbf{l}} \\
\text { with } \quad j\left(l^{\prime}\right) & =\sin \left[k\left(\frac{l}{2}-\left|l^{\prime}\right|\right)\right] / \sin (k l / 2) \quad \text { for }\left|l^{\prime}\right|<l / 2
\end{align*}
$$

When the center of the dipole is located at the origin of the coordinate system, we obtain the following radiation field by using the equations in Section 4.2.2;

$$
\begin{align*}
& \mathbf{E}_{d}(\mathbf{r})=\frac{1}{r} e^{-j k r} \mathbf{G}_{d}(\hat{\mathbf{r}}) ; \quad \mathbf{G}_{d}(\hat{\mathbf{r}})=\eta I_{0} \mathbf{G}_{\mathrm{id}}(\hat{\mathbf{r}}) \tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}}),  \tag{5.5}\\
& \text { where } \quad \mathbf{G}_{\mathrm{id}}(\hat{\mathbf{r}})=C_{k}[\hat{\mathbf{l}}-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}]  \tag{5.6}\\
& \text { and } \quad \tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}})=\int_{-l / 2}^{l / 2} j\left(l^{\prime}\right) e^{j k l^{\prime} \hat{\mathbf{1}} \hat{\mathbf{r}}} d l^{\prime}, \tag{5.7}
\end{align*}
$$

with the incremental source constant $C_{k}=-j k / 4 \pi$. We see that the far-field function of the electric dipole is written as a product of three factors. They are:

1. The current excitation $I_{0}$ at the feed gap,
2. the far-field function $\mathbf{G}_{\mathrm{id}}(\hat{\mathbf{r}})$ of the incremental electric current with unit amplitude, which we will refer to as the incremental current factor, and
3. the Fourier transform $\tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}})$ of the current distribution along the dipole, which we will refer to as the current distribution factor $\tilde{j}$.
The latter is easily recognized as a Fourier transform by substituting $x=l^{\prime}$ and $k_{x}=k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}}$ in the exponent of the integrand. This factorization of the far-field function applies to all current distributions that are located along straight lines and radiate in free space.

The Fourier transform in (5.7) can be evaluated analytically by using the integral

$$
\int e^{\alpha x} \sin (\beta x+\gamma) d x=e^{\alpha x} \frac{1}{\alpha^{2}+\beta^{2}}[\alpha \sin (\beta x+\gamma)-\beta \cos (\beta x+\gamma)]
$$

The result is

$$
\begin{equation*}
\tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}})=\frac{2}{k} \frac{[\cos (k l \hat{\mathbf{l}} \cdot \hat{\mathbf{r}} / 2)-\cos (k l / 2)]}{\left[1-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}})^{2}\right] \sin (k l / 2)} \tag{5.8}
\end{equation*}
$$

This expression can conveniently be numerically evaluated for arbitrary orientations $\hat{\mathbf{l}}$. We will still restrict the expression to $l=\lambda / 2$ and two specific orientations of $\hat{1}$ in order to discuss the results.

Let us first consider a vertical dipole oriented in $z$-direction with $\hat{\mathbf{l}}=\hat{\mathbf{z}}$. This may correspond to a monopole over a ground plane. When $l=\lambda / 2$, by using $\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}=\cos \theta$ we get

$$
\begin{equation*}
\tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}})=\tilde{j}(k \cos \theta)=\frac{2}{k} \cos \left(\frac{\pi}{2} \cos \theta\right) / \sin ^{2} \theta . \tag{5.9}
\end{equation*}
$$



Figure 5.4: *Radiation pattern of half-wave dipole: (a) Normalized E-plane pattern, (b) 3D plot when it is $y$-polarized on the $z$-axis.

Moreover by using $\hat{\mathbf{z}}-(\hat{\mathbf{z}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}=-\sin \theta \hat{\boldsymbol{\theta}}$, this gives the far-field function

$$
\begin{equation*}
\mathbf{G}_{\mathrm{dz}}(\theta)=-C_{k} \eta I_{0} \frac{2}{k} \cos \left(\frac{\pi}{2} \cos \theta\right) / \sin \theta \hat{\boldsymbol{\theta}} . \tag{5.10}
\end{equation*}
$$

We see that radiation field of the vertical dipole has complete rotational symmetry. It radiates as a $\mathrm{BOR}_{0}$ type antenna, and it is applicable as an impressed source for exciting more complex $B O R_{0}$ antennas made of rotationally symmetric structures.
When the dipole is transverse $y$-directed with $\hat{\mathbf{l}}=\hat{\mathbf{y}}$ and $l=\lambda / 2$ by using $\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}=\sin \theta \sin \varphi$ we obtain

$$
\begin{gather*}
\mathbf{G}_{\mathrm{dy}}(\theta, \varphi)=C_{k} \eta I_{0}(\cos \theta \sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}) \tilde{j}(\theta, \varphi),  \tag{5.11}\\
\text { with } \quad \tilde{j}(k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}})=\tilde{j}(\theta, \varphi)=\frac{2}{k} \cos \left(\frac{\pi}{2} \sin \theta \sin \varphi\right) /\left[1-(\sin \theta \sin \varphi)^{2}\right] . \tag{5.12}
\end{gather*}
$$

We see that the H-plane pattern is constant, and that the E-plane pattern is $\tilde{j}\left(\theta, 90^{\circ}\right) \cos \theta=$ $\cos ((\pi / 2) \sin \theta) / \cos \theta$. Fig. 5.4 shows the E-plane pattern and compare it with the corresponding pattern of the incremental dipole ${ }^{3}$. The half-wave dipole is seen to be only slightly more directive than the incremental dipole. The patterns of the short dipole is the same as those of the incremental dipole in (4.70), see also (5.19).

The radiation field of a $y$-directed dipole is very similar to a $B O R_{1}$ antenna with different E and H-plane patterns. It is not precisely a $\mathrm{BOR}_{1}$ antenna as defined in Section 2.4.2 because the current distribution factor given by (5.12) has a $\varphi$-variation in addition to the $\varphi$-variation of the incremental dipole factor. Still, the relative cross-polarization in a given $\varphi$-plane is only due to the incremental dipole factor. If we evaluate the co- and cross-polar patterns of (5.11), by using the polarization vectors in (2.55) - (2.56) and the $\mathrm{BOR}_{1}$ relations in (2.83) - (2.87) we achieve

$$
\begin{align*}
G_{\mathrm{co}} & =\mathbf{G}_{d}(\theta) \cdot \hat{\mathbf{o}}^{*}=G_{\mathrm{co}_{45^{\circ}}}(\theta, \varphi)-G_{\mathrm{xp}_{45^{\circ}}}(\theta, \varphi) \cos 2 \varphi,  \tag{5.13}\\
G_{\mathrm{xp}} & =\mathbf{G}_{d}(\theta) \cdot \hat{\mathbf{x p}}^{*}=G_{\mathrm{xp}_{45^{\circ}}}(\theta, \varphi) \sin 2 \varphi, \tag{5.14}
\end{align*}
$$
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Figure 5.5: Relative power in the $\mathrm{BOR}_{1}$ mode relative to the total radiated power of a transverse dipole.

$$
\begin{array}{ll}
\text { where } & G_{\mathrm{co}_{45} \circ}\left(\theta, 45^{\circ}\right)=C_{k} \eta I_{0} \tilde{j}\left(\theta, 45^{\circ}\right) \frac{1}{2}(1+\cos \theta) \\
\text { and } & G_{\mathrm{xp}_{45^{\circ}}}\left(\theta, 45^{\circ}\right)=C_{k} \eta I_{0} \tilde{j}\left(\theta, 45^{\circ}\right) \frac{1}{2}(\cos \theta-1) .
\end{array}
$$

The equations (5.15) and (5.16) describe the co- and cross-polar patterns in the $\varphi=45^{\circ}$-plane respectively. If the half-wave dipole had been an ideal $\mathrm{BOR}_{1}$ antenna, all $\varphi$-variations had been in the $\cos 2 \varphi$ and $\sin 2 \varphi$ factors, i.e., we would have had $G_{\mathrm{co}_{45^{\circ}}}(\theta, \varphi)=G_{\mathrm{co}_{45^{\circ}}}(\theta)$ and $G_{\mathrm{xp}_{455^{\circ}}}(\theta, \varphi)=G_{\mathrm{xP}_{45^{\circ}}}(\theta)$.
However, if we study the $\varphi$ variation of the current distribution factor $\tilde{j}(\theta, \varphi)$ we will find that it is negligible for $l<\lambda / 2$, in particular near $\theta=0^{\circ}$ and $\theta=180^{\circ}$. Thus, we may often omit it. This is clear from Fig. 5.5 which shows the relative power in the first order $\mathrm{BOR}_{1}$ mode compared to the total radiated power as a function of the length of the dipole ${ }^{\star}$. Also, if the half-wave dipole is used to excite complex rotationally symmetric structures, the effect of the higher order $\varphi$-modes in the resultant pattern will almost always be negligible, so that the resulting antenna will be a $\mathrm{BOR}_{1}$ type.

### 5.1.4 Directivity and radiation resistance of short dipole

When the dipole is much shorter than a half wavelength ( $l \ll \lambda / 2$ ), the current distribution in (5.4) becomes triangular. That is,

$$
\begin{equation*}
j_{l}\left(l^{\prime}\right)=\left(1-2\left|l^{\prime}\right| / l\right) \quad \text { for }\left|l^{\prime}\right|<(l / 2) . \tag{5.17}
\end{equation*}
$$

Thus, the radiation integral in (5.7) becomes

$$
\begin{equation*}
\tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \approx \int_{-l / 2}^{l / 2}\left(1-2\left|l^{\prime}\right| / l\right) d l^{\prime}=l-(2 / l)(l / 2)^{2}=l / 2 . \tag{5.18}
\end{equation*}
$$

This result can also be obtained by expanding (5.8) for small $l$. The far-field function becomes

$$
\begin{equation*}
\mathbf{G}_{\mathrm{id}}(\hat{\mathbf{r}})=\eta I_{0}(l / 2) C_{k}[\hat{\mathbf{l}}-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}] . \tag{5.19}
\end{equation*}
$$



Figure 5.6: Short dipole (left) and its equivalent circuit on reception (right).

This is the same as that of an incremental electric current of length $l / 2$. The reason for the discrepancy in the lengths is that the current distribution is constant along the incremental electric current and triangular along the present short dipole. To find the directivity, let us now solve the power integral $P$ as defined in Section 2.3.8. The power integral must be the same for all orientations of the dipole, so we choose $\hat{\mathbf{l}}=\hat{\mathbf{z}}$ as this gives a rotationally symmetric beam which is simpler to integrate. Then, we obtain

$$
\begin{equation*}
P=\int_{0}^{2 \pi} \int_{0}^{\pi}\left|\mathbf{G}_{\mathrm{id}}\right|^{2} \sin \theta d \theta d \varphi=\left|C_{k} \eta I_{0} l / 2\right|^{2} \frac{8 \pi}{3} \tag{5.20}
\end{equation*}
$$

by using that

$$
\int_{0}^{\pi} \sin ^{3} \theta d \theta=\int_{0}^{\pi}\left(\sin \theta-\cos ^{2} \theta \sin \theta\right) d \theta=\left[-\cos \theta+\frac{1}{3} \cos ^{3} \theta\right]_{0}^{\pi}=\frac{4}{3}
$$

From this, the directivity becomes

$$
\begin{equation*}
\left.D_{0}=\frac{4 \pi\left|\mathbf{G}_{\mathrm{id}}\right|_{\max }^{2}}{P}=\frac{4 \pi\left|C_{k} \eta I_{0} l / 2\right|^{2}}{\left|C_{k} \eta I_{0} l / 2\right|^{2} \frac{8 \pi}{3}}=\frac{3}{2} \quad \text { (i.e., } 1.76 \mathrm{dBi}\right) . \tag{5.21}
\end{equation*}
$$

The total radiated power can also be expressed as $P_{\mathrm{rad}}=P /(2 \eta)=(1 / 2)\left|I_{0}\right|^{2} R_{\mathrm{rad}}$, where $R_{\mathrm{rad}}$ is the radiation resistance ${ }^{4}$. This relation can be used to calculate $R_{\mathrm{rad}}$, as we know $P$ as a function of $I_{0}$ from (5.20). We have (by using also that $\eta \approx 377 \Omega \approx 120 \pi \Omega$ )

$$
\begin{equation*}
R_{\mathrm{rad}}=\frac{2 P_{\mathrm{rad}}}{\left|I_{0}\right|^{2}}=\eta \frac{2 \pi}{3}\left(\frac{l}{2 \lambda}\right)^{2} \approx 20 \pi^{2}\left(\frac{l}{\lambda}\right)^{2} \Omega \tag{5.22}
\end{equation*}
$$

We see that the radiation resistance is very small. When $l=0.01 \lambda$ we get $R_{\mathrm{rad}}=0.02 \Omega$, and when $l=0.1 \lambda$ we have $R_{\mathrm{rad}}=2 \Omega$. Coaxial cables have characteristic impedances of $50 \Omega$ or $75 \Omega$, so we understand that a short dipole will have very low radiation efficiency if it is fed by a coaxial cable. The short dipole has also a large reactance, which will be studied in Sectioin 5.1.7. The reactance is negative, which means that the short dipole is capacitive.

### 5.1.5 Equivalent circuit and maximum effective aperture of short dipole

The relation between the maximum effective aperture of a receiving antenna and the directivity when the antenna is transmitting was introduced in Section 2.5.2. This relation is

[^70]general and can be derived by using the reciprocity relations in Section 4.5.2. We study it for a short dipole by using the formulas in the previous Subsection, as follows. The maximum effective area $A_{\mathrm{em}}$ is defined by
\[

$$
\begin{equation*}
A_{\mathrm{em}}=\frac{P_{L}}{W_{i}}=\frac{\text { Power delivered to conjugate matched load }}{\text { Power density of incident wave }} . \tag{5.23}
\end{equation*}
$$

\]

The maximum power is delivered to the load when the load impedance $Z_{L}$ is conjugate matched to the dipole impedance $Z_{\mathrm{rad}}$, i.e., when

$$
\begin{equation*}
Z_{L}=Z_{\mathrm{rad}}^{*}=R_{\mathrm{rad}}-j X_{\mathrm{rad}} \tag{5.24}
\end{equation*}
$$

all according to Section 2.6.1. The power delivered to the load is

$$
\begin{equation*}
P_{L}=\frac{1}{2} R_{L}\left|I_{L}\right|^{2} . \tag{5.25}
\end{equation*}
$$

The current in the load can be calculated from the equivalent circuit in Fig. 5.6. Due to the conjugate match we find it to be

$$
\begin{equation*}
I_{L}=\frac{V_{\mathrm{id}}}{2 R_{\mathrm{rad}}} \tag{5.26}
\end{equation*}
$$

In Fig. 5.6 $V_{\text {id }}$ is seen to be the induced voltage over the port of the short dipole when the load is removed. We now use (2.129) to express $V_{\mathrm{id}}$ in terms of the amplitude $E_{\infty}$ of the incoming plane wave. The far-field function in (5.19) has the maximum $\eta I_{0}(l / 2) C_{k}$ in the direction normal to $\hat{1}$, with $C_{k}=-j k / 4 \pi$. The latter together with (2.129) yield

$$
V_{\mathrm{id}}=-2 j \lambda(l / 2) C_{k} E_{\infty}=-E_{\infty}(l / 2),
$$

where we have assumed that $\mathbf{E}_{\infty}=E_{\infty} \hat{1}$.
Alternatively, by using the reaction integral in (4.82), we can also express $V_{\mathrm{id}}$ in terms of $E_{\infty}$ as follows. Study the four cases (a) to (d) in Fig. 5.7. Assume that there is an antenna with a source $I_{\infty}$ somewhere in infinity which produces a plane wave with E-field amplitude $E_{\infty}$ at the location of the dipole (case (a)). This plane wave causes a voltage $V_{\mathrm{id}}$ over the input terminals of the dipole. If we instead excite the dipole with the current source $I_{0}$, and we measure the voltage $V_{\infty}$ over the terminals of the antenna at infinity (case (b)), from reciprocity we have ${ }^{5}$

$$
\begin{equation*}
-V_{\mathrm{id}} I_{0}=-V_{\infty} I_{\infty} \tag{5.27}
\end{equation*}
$$

In cases (c) and (d) we have replaced the metal dipole arms by their line current $\mathbf{J}_{l}(l) . \mathbf{J}_{l}(l)$ has the value $I_{0}$ at the center, so cases (b) and (c) produce the same field at infinity and hence the same voltage $V_{\infty}$ at the terminal there. Therefore, the reaction between $\mathbf{J}_{l}(l)$ and $\mathbf{E}_{\infty}$ must be equal to the reaction between $I_{\infty}$ and $V_{\infty}$, i.e.,

$$
\begin{equation*}
\int_{-l / 2}^{l / 2}\left(\mathbf{E}_{\infty} \cdot \mathbf{J}_{l}\left(l^{\prime}\right)\right) d l^{\prime}=-V_{\infty} I_{\infty} \tag{5.28}
\end{equation*}
$$

By combining (5.27) and (5.28) we obtain the following expression for $V_{\mathrm{id}}$

$$
\begin{equation*}
V_{\mathrm{id}}=-\frac{1}{I_{0}} \int_{-l / 2}^{l / 2}\left(\mathbf{E}_{\infty} \cdot \mathbf{J}_{l}\left(l^{\prime}\right)\right) d l^{\prime}=-\int_{-l / 2}^{l / 2} E_{\infty} j_{l}\left(l^{\prime}\right) d l^{\prime}=-E_{\infty} l / 2 . \tag{5.29}
\end{equation*}
$$



Figure 5.7: Illustration of the reciprocity relations in (5.27) and (5.28).

The latter two expressions in (5.29) are obtained by using (5.17) and aligning $\hat{\mathbf{l}}$ with $\mathbf{E}_{\infty}$. The result in (5.29) is similar to what we obtained by using (2.129) directly.

The power density of the incoming wave is

$$
\begin{equation*}
W_{i}=\frac{1}{2 \eta}\left|E_{\infty}\right|^{2} \tag{5.30}
\end{equation*}
$$

Finally, by inserting (5.25), (5.26) and (5.30) into (5.23) we arrive at:

$$
\begin{equation*}
A_{\mathrm{em}}=\frac{\frac{1}{2} R_{L}\left|I_{L}\right|^{2}}{W_{i}}=\frac{\left|E_{\infty} l / 2\right|^{2} 2 \eta}{8 R_{\mathrm{rad}}\left|E_{\infty}\right|^{2}}=\frac{l^{2} \eta}{16}\left(\frac{12 \lambda^{2}}{2 \pi \eta l^{2}}\right)=\frac{3}{8 \pi} \lambda^{2} . \tag{5.31}
\end{equation*}
$$

Therefore, the short dipole has an effective aperture of

$$
\begin{equation*}
A_{\mathrm{em}}=\frac{3}{8 \pi} \lambda^{2}=0.119 \lambda^{2} \tag{5.32}
\end{equation*}
$$

[^71]Recalling the directivity $D_{0}=3 / 2$, we see the following general relation holds:

$$
\begin{equation*}
A_{\mathrm{em}}=\frac{\lambda^{2}}{4 \pi} D_{0} \tag{5.33}
\end{equation*}
$$

which was introduced in Section 2.5.2.

### 5.1.6 Directivity and radiation resistance of half-wave dipole

Let us now consider the half-wave dipole. The power integral is most easily evaluated when the dipole is oriented vertically, in the same way as we chose for the short dipole. Then,

$$
\begin{equation*}
P_{\mathrm{dp}}=2 \pi \int_{0}^{\pi}\left|\mathbf{G}_{d}(\theta)\right|^{2} \sin \theta d \theta \tag{5.34}
\end{equation*}
$$

This integral has an analytic solution, but this is so complicated that it does not have any advantage over a numerical solution, which is easily evaluated. The result gives the following directivity when $l=\lambda / 2$ :

$$
\begin{equation*}
D_{0}=\left(4 \pi\left|\mathbf{G}_{d}\right|_{\max }^{2}\right) / P_{\mathrm{dp}}=1.643 \quad \text { (i.e., } 2.16 \mathrm{dBi} \text { ), } \tag{5.35}
\end{equation*}
$$

where $\left|\mathbf{G}_{d}\right|_{\max }^{2}=\left|\mathbf{G}_{d}(\pi / 2)\right|^{2}$. Thus, the directivity of the half-wave dipole is 0.4 dB larger than that of the short dipole.

We can now find the radiation resistance $R_{\mathrm{dp}}$ as follows. The total radiated power $P_{\mathrm{rad}}=$ $P_{\mathrm{dp}} /(2 \eta)$ according to (2.65). Using (5.35), we can write

$$
P_{\mathrm{dp}}=4 \pi\left|\mathbf{G}_{d}\right|_{\max }^{2} / D_{0} ; \quad\left|\mathbf{G}_{d}\right|_{\max }^{2}=\left|C_{k} \eta I_{0} 2 / k\right|^{2}
$$

which was achieved, by setting $\theta=\pi / 2$ in Eq. (5.10). The power dissipated in the radiation resistance is

$$
P_{\mathrm{rad}}=(1 / 2) R_{\mathrm{dp}}\left|I_{0}\right|^{2}
$$

Therefore,

$$
\begin{equation*}
R_{\mathrm{dp}}=\frac{2 P_{\mathrm{rad}}}{\left|I_{0}\right|^{2}}=\frac{P_{\mathrm{dp}}}{\eta\left|I_{0}\right|^{2}}=\frac{4 \pi}{D_{0}} \eta\left|C_{k} \frac{2}{k}\right|^{2}=\frac{\eta}{\pi D_{0}} \approx 73 \Omega . \tag{5.36}
\end{equation*}
$$

This is a good number as it is close to the characteristic impedances of commercial coaxial cables which are 50 or $75 \Omega$. Therefore, the half-wave dipole can easily be matched to the feed cable with high radiation efficiency. The complete radiation impedance including the reactance will be found in the next subsection.

The half-wave dipole has approximately a sinusoidal current distribution independent of how it is excited and where in a structure it is located ${ }^{6}$. This is not true for dipoles of longer lengths, which have almost sinusoidal distribution only when they are excited by a narrow feed gap at the center and radiate in free space. However, even if the current distribution of a half-wave dipole is unchanged by a surrounding structure, its impedance will change due to the coupling.
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c) Physical equivalent

d) Thin wire approximation

Figure 5.8: Development of the impedance calculation model for an electric dipole (upper) and its cross-section in the feed gap (lower).

### 5.1.7 Self-impedance of electric dipole

We will now use the Method of Moments and the reciprocity theorem to develop the classical formula for the full complex radiation impedance also called self-impedance of a dipole. The explanation will follow cases (a)-(d) in Fig. 5.8. We consider first the physical dipole in case (a), consisting of two metal (PEC) cylinders with a feed gap $\delta$ between them, and with an ideal current source $I_{0}$ in the feed gap connected to the centers of the cylinders. The current source produces an electric field $E_{0}$ over the feed gap, and it is clear that the self-impedance will be given as

$$
\begin{equation*}
Z_{d}=V_{0} / I_{0}, \tag{5.37}
\end{equation*}
$$

where $V_{0}=-E_{0} \delta$ is the voltage induced over the feed gap.
In order to find the relation between $E_{0}$ and $I_{0}$ we need to introduce an electromagnetic analysis model. We do this by using the PEC equivalent to remove the feed gap and replace the field $E_{0}$ by a magnetic ring-shaped so-called frill current (case (b))

$$
\begin{equation*}
\mathbf{M}_{0}=-E_{0} \hat{\mathbf{z}} \times \boldsymbol{\rho}=-E_{0} \hat{\boldsymbol{\varphi}} \quad \text { for }-\delta / 2<z<\delta / 2 \tag{5.38}
\end{equation*}
$$

Further, we use the physical equivalent to replace the metal cylinder by an induced electric surface current distribution $\mathbf{J}(z, \varphi)$ (case (c)). Next, we use the thin wire approximation. This means that we assume that $\mathbf{J}(z, \varphi)$ is rotationally symmetric and can be replaced by an axial line current $\mathbf{J}_{l}(z)=2 \pi a \mathbf{J}(z, \varphi)=I_{0} j_{l}\left(z^{\prime}\right) \hat{\mathbf{z}}$ (case (d)). The current distribution $\mathbf{J}_{l}(z)$ is unknown, but can be determined by applying the boundary condition that the total field
must be zero at the surface of the cylinder, i.e.,

$$
\begin{equation*}
V_{0} \mathbf{E}_{m}\left(\mathbf{r}_{a}\right)+I_{0} \mathbf{E}_{j}\left(\mathbf{r}_{a}\right)=0, \tag{5.39}
\end{equation*}
$$

for $-l / 2<z<l / 2$ where $\mathbf{E}_{m}\left(\mathbf{r}_{a}\right)=\mathbf{E}_{M}\left(\mathbf{r}_{a}\right) / V_{0}$ is the field in free space at $\mathbf{r}_{a}=a \hat{\boldsymbol{\rho}}+z \hat{\mathbf{z}}$ due to a normalized magnetic current $\mathbf{m}=\mathbf{M}_{0} / V_{0}=-\boldsymbol{\varphi} / \delta$. And, $\mathbf{E}_{j}\left(\mathbf{r}_{a}\right)$ is the field in free space due to the normalized current distribution $j_{l}(z) \hat{\mathbf{z}}=\mathbf{J}_{l} / I_{0}$. Eq. (5.39) defines also an integral equation for determining $j_{l}(z)$. For thin dipoles shorter than $l \approx \lambda / 2$ we already know that the solution is quite accurately given by (5.3). Let us therefore continue by assuming (5.3) for $j_{l}(z)$, corresponding to solving the integral equation by using the Method of Moments with one basis function. The solution will give us the desired relation between $I_{0}$ and $E_{0}$. We do this by using Galerkin's method, i.e., by satisfying the boundary condition in weighted average over the interval $(-l / 2, l / 2)$ by using the basis function $j_{l}(z)$ also as weighting function. Doing this, we get

$$
\begin{equation*}
V_{0} \int_{-l / 2}^{l / 2} \mathbf{E}_{m}\left(\mathbf{r}_{a}\right) \cdot j_{l}(z) \hat{\mathbf{z}} d z+I_{0} \int_{-l / 2}^{l / 2} \mathbf{E}_{j}\left(\mathbf{r}_{a}\right) \cdot j_{l}(z) \hat{\mathbf{z}} d z=0 \tag{5.40}
\end{equation*}
$$

We recognize the former of these two integrals as the reaction between the fields $\mathbf{E}_{m}$ (due to $\mathbf{m}=-\hat{\boldsymbol{\varphi}} / \delta)$ and the source $j_{l}(z) \hat{\mathbf{z}}$. This reaction must according to reciprocity ${ }^{7}$ be equal to the reaction between the H -field $\mathbf{H}_{j}$ (due to $\left.j_{l}(z) \hat{\mathbf{z}}\right)$ and the source $\mathbf{m}=-\hat{\varphi} / \delta$, i.e.,

$$
\begin{equation*}
\left\langle\mathbf{E}_{m}\left(\mathbf{r}_{a}\right), j_{l}(z) \hat{\mathbf{z}}\right\rangle=\left\langle\mathbf{H}_{j}, \mathbf{m}\right\rangle . \tag{5.41}
\end{equation*}
$$

We can find $\mathbf{H}_{j}$ as follows. Consider the actual current distribution $j(z, \varphi)=j_{l}(z) /(2 \pi a)$ at the circumference of the dipole corresponding to $j_{l}(z) \hat{\mathbf{z}}$ along its center. The H-field at the surface and the current density are related by $j(z, \varphi) \hat{\mathbf{z}}=\hat{\boldsymbol{\rho}} \times \mathbf{H}_{j}$ (from Eq. (4.14)) where $\hat{\boldsymbol{\rho}}$ is the radial unit vector normal to the cylindrical surface of the dipole. This gives $\mathbf{H}_{j}=\hat{\boldsymbol{\varphi}} /(2 \pi a)$ at $z=0$. Furthermore, $\mathbf{m}=-(1 / \delta) \hat{\boldsymbol{\varphi}}$, so the right side of (5.41) becomes

$$
\begin{equation*}
\left\langle\mathbf{H}_{J}, \mathbf{m}\right\rangle=-\int_{-\delta / 2}^{\delta / 2} \int_{0}^{2 \pi} \mathbf{H}_{J} \cdot \mathbf{m} a d \varphi d z=1 \tag{5.42}
\end{equation*}
$$

We finally obtain from (5.40) the expression for the self-impedance in free space

$$
\begin{equation*}
Z_{d}=\frac{V_{0}}{I_{0}}=-\int_{-l / 2}^{l / 2} \mathbf{E}_{j}\left(\mathbf{r}_{a}\right) \cdot j_{l}(z) \hat{\mathbf{z}} d z \tag{5.43}
\end{equation*}
$$

This expression corresponds to calculating $Z_{d}$ by using the voltage

$$
V_{0}=\int_{-l / 2}^{l / 2} \mathbf{E}_{j}\left(\mathbf{r}_{a}\right) \cdot j_{l}(z) \hat{\mathbf{z}} d z
$$

which in classical text books is referred to as the voltage calculated by "electromagnetic force". What we have done is to derive the electromagnetic force expression by using a modern Method of Moments argumentation. We can also express (5.43) by using the definition of the reaction integral in the following way:

$$
Z_{d}=-\frac{1}{I_{0}^{2}}\left\langle I_{0} \mathbf{E}_{j}\left(\mathbf{r}_{a}\right), I_{0} j_{l}(z) \hat{\mathbf{z}}\right\rangle
$$

[^73]This expression is seen to be equal to the self-reaction of a current cylinder normalized to the square of the total current $I_{0}=\mathbf{J}_{l}(0) \cdot \hat{\mathbf{z}}$ passing through the feed gap location. The above derivation is general and valid also for other feed gap locations. Therefore, the self-impedance of a dipole fed at center at $z=z_{\mathrm{gap}}$ is

$$
\begin{equation*}
Z_{d}=-\frac{I_{0}^{2}}{I_{z_{\mathrm{gap}}^{2}}^{2}}\left\langle\mathbf{E}_{J}\left(\mathbf{r}_{a}\right), j_{l}(z) \hat{\mathbf{z}}\right\rangle \tag{5.44}
\end{equation*}
$$

where $I_{z_{\text {gap }}}=I_{0} j_{l}\left(z_{\text {gap }}\right)$ is the value of the total current passing through the feed gap. $\mathbf{E}_{j}\left(\mathbf{r}_{a}\right)$ are in all these equations the field due to the axial normalized current $j_{l}\left(z^{\prime}\right)$ evaluated at the surface $\mathbf{r}_{a}=a \hat{\boldsymbol{\rho}}+z \hat{\mathbf{z}}$ of the dipole arms, i.e.,

$$
\begin{equation*}
\mathbf{E}_{j}\left(\mathbf{r}_{a}\right)=C_{k} \int_{-l / 2}^{l / 2}\left[\eta j_{l}\left(z^{\prime}\right) \hat{\mathbf{z}} C_{N_{1}}-\left(\eta j_{l}\left(z^{\prime}\right) \hat{\mathbf{z}} \cdot \hat{\mathbf{R}}\right) \hat{\mathbf{R}} C_{N_{2}}\right] \frac{1}{R} e^{-j k R} d z^{\prime} \tag{5.45}
\end{equation*}
$$

with $R=\left|\mathbf{r}_{a}-\mathbf{r}^{\prime}\right|=\sqrt{a^{2}+\left(z-z^{\prime}\right)^{2}}$, and $\hat{\mathbf{R}}=\left(a \hat{\boldsymbol{\rho}}+\left(z-z^{\prime}\right) \hat{\mathbf{z}}\right) / R$. Recall that $C_{k}$ and the near field functions $C_{N_{1}}$ and $C_{N_{2}}$ are given in Section 4.2.1.
These self-impedance expressions are in principle also valid for infinitely thin dipoles. However, they cannot be evaluated for the foregoing case due to the severe singularities of $C_{N_{1}}$ and $C_{N_{2}}$ at $a=0$. These singularities are called source point singularities. We could also have written down the expressions in (5.43) and (5.44) more or less directly by using the general expressions for the self-impedance of current distributions in Section 4.5.4. See also the next subsection.

### 5.1.8 Impedance of cylindrical and flat electric dipoles

The easiest way to evaluate the impedance formula in (5.44) is not to use (5.45), but rather the near-field algorithm described in Section 4.7.1. The results of such evaluations are presented in Fig. 5.9^. We have used a segment length of $l_{s}=0.005 \lambda$. The derivations in the previous subsection can also be used to find the self-impedance of an electric strip dipole with a feed gap. In the same way this becomes the self-reaction of the assumed current distribution normalized to the square of the total current passing through the location of the feed gap. In this case we can evaluate the impedance by using the near-field algorithm in Section 4.7.2. Such results are presented in Fig. 5.9 as well ${ }^{\star}$. In this case we have used a segment length of $l=0.0025 \lambda$.

The results are discussed below:

1. The real and imaginary parts ( $R$ and $X$, respectively) of the impedance $Z$ of electric dipoles are presented in Fig. 5.9b. The resistance $R$ increases with length (over the range shown). The values are not at all sensitive to thickness and whether the arms are cylindrical or flat, at least as long as the thickness (or width) is small compared to the length. This is understandable by comparing with the results in Subsection 5.1.6 where we evaluated the radiation resistance from the radiation field, which does not depend on the cross-sectional shape of the dipole arms, as long as the diameter is small. On the other hand, the reactance $X$ is seen to depend strongly on the thickness and cross-sectional shape. The same dependencies are also present in the numerical models used. The resistance converges easily and fast, whereas the reactance is very sensitive


Figure 5.9: *Impedance characteristics of electric dipoles as a function of their length $L$ in wavelengths. Parameters are thickness $2 a$ of the cylindrical arms, and width $w$ of flat strip arms. (a) Reflection coefficient, referred to $50 \Omega$, (b) Resistance $R$ and reactance $X$, (c) Conductance $G$ and susceptance $B$.
to the approximations used in the evaluation of the near-field. The resonance frequency is the frequency for which $X=0$. This reduces when the thickness or width increases, in agreement with the discussions in Subsection 5.1.2.
2. The reflection coefficient in terms of a line impedance of $50 \Omega$ is shown in Fig. 5.9a. We see that dipoles can be reasonably well matched to $50 \Omega$, even if the dipole resistance normally is considered to be $73 \Omega$. The reason is that resonance normally appears when the dipole is shorter, and then the resistance is smaller than when it is half wavelength long. The reflection coefficient is normally presented relative to $50 \Omega$ because this is a standard cable impedance. We also see that the bandwidth of a half-wave dipole seems to increase when the thickness increases. Note that the curves present variations with $l / 2$ for fixed $a / \lambda$. This is not really the same as relative variations with frequency for a given dipole with fixed thickness. However, the impedance varies slowly with $a / \lambda$, so therefore the curves indicate actual bandwidths.
3. The real (conductivity $G$ ) and imaginary (susceptance $B$ ) parts of the admittance $Y=1 / Z$ are shown in Fig. 5.9c for a selected arm thickness. The values are normalized to $50 \Omega=0.02$ Siemens. We see that the admittance has a typical resonant behavior with a peaked real part $G$ at the point where the imaginary part $B$ is zero.

We can draw the following general conclusion from the above discussions: A resonant antenna which is excited at a current maximum has an input resistance which is not sensitive to variations in the geometry and the analysis model, whereas the reactance is very sensitive to both such variations. The input admittance shows a typical resonant behavior characterized by a conductance peak at the resonance frequency where the susceptance is zero.

Resonant slot antennas are excited at a voltage maximum and therefore behave in an opposite way, see page 197.

### 5.1.9 Dipole at arbitrary location

The far-field function in Section 5.1.3 was derived for the case that the dipole had its center in the origin of the coordinate system. We will now find the far-field function when the dipole is moved to a new location $\mathbf{r}_{0}$ (see Fig. 5.10). Then, the coordinates of the source are described by

$$
\begin{equation*}
\mathbf{r}^{\prime}\left(l^{\prime}\right)=\mathbf{r}_{0}+l^{\prime} \hat{\mathbf{1}} \quad \text { for }-\frac{l}{2}<l^{\prime}<\frac{l}{2} . \tag{5.46}
\end{equation*}
$$

We again use (4.54) for this source, where now

$$
\begin{equation*}
\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}=\mathbf{r}_{0} \cdot \hat{\mathbf{r}}+l^{\prime} \hat{\mathbf{1}} \cdot \hat{\mathbf{r}}, \tag{5.47}
\end{equation*}
$$

with $\mathbf{r}_{0} \cdot \hat{\mathbf{r}}$ being constant, independent of $l^{\prime}$. This means that a factor $e^{j k \mathbf{r}_{0} \cdot \hat{\mathbf{r}}}$ can be taken outside the integral sign in (4.54), and the remaining integrand is the same as for the dipole located in the origin. Therefore, we may write the far-field function by using (5.5) as

$$
\begin{equation*}
\mathbf{G}_{d}\left(k, I_{0}, l, \hat{\mathbf{l}}, \mathbf{r}_{0}, \hat{\mathbf{r}}\right)=C_{k} \eta I_{0}[\hat{\mathbf{l}}-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}] \tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) e^{j k \hat{\mathbf{r}}_{0} \cdot \hat{\mathbf{r}}} \tag{5.48}
\end{equation*}
$$

where all the parameters have been defined before and $\tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}})$ is the same radiation integral as in (5.8). Compare this change of location of the dipole with the change of the phase reference point in Section 2.3.4. Note that moving the source and moving the phase reference point


Figure 5.10: Electric dipole at arbitrary location $\mathbf{r}_{0}$ (left), and dipole above ground with its image (right).
are opposite actions. The phase reference point of the far-field function in (5.48) is still the origin of the coordinate system. Expression (5.48) is very general as the dipole can have any location $\mathbf{r}_{0}$ and orientation $l$, so it is well suited for programming. All the vectors can be programmed in rectangular coordinates.

Several dipoles with different orientations and locations in the same coordinate system can be superimposed as follows. If the far-field function of each of them is calculated by (5.48), they will have the same phase reference point (the origin). Therefore, the total far-field function is obtained by simply adding the contributions of each one.

### 5.1.10 Arbitrary dipole above ground

Dipole antennas are often located above an electric conducting plate which is commonly referred to as the ground plane. In consequence, the radiation field is directed into half-space becoming a unidirectional radiation pattern. We will here use the image theory ${ }^{8}$ to calculate the radiation field. This means that we will neglect the finite size of the ground plane. The ground plane is assumed to coincide with the $x y$-plane with normal $\hat{\mathbf{n}}=\hat{\mathbf{z}}$.

We assume that the electric dipole with far-field function given by (5.48) is located at a point $\mathbf{r}_{d}=h \hat{\mathbf{z}}$, i.e., a height $h$ above the ground (see Fig. 5.10). Then, the coordinates of the dipole is described by $\mathbf{r}^{\prime}\left(l^{\prime}\right)=h \hat{\mathbf{z}}+l^{\prime} \hat{\mathbf{1}}$, and its far-field function is obtained from (5.48) to be

$$
\begin{equation*}
\mathbf{G}_{d}\left(k, I_{0}, l, \hat{\mathbf{l}}, h \hat{\mathbf{z}}, \hat{\mathbf{r}}\right)=C_{k} \eta I_{0}[\hat{\mathbf{l}}-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}] \tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) e^{j k h \hat{\mathbf{z}} \cdot \hat{\mathbf{r}}} . \tag{5.49}
\end{equation*}
$$

The location of the image dipole is described by (4.101) and (5.46), giving

$$
\begin{align*}
\mathbf{r}_{\mathrm{img}}\left(l^{\prime}\right) & =\mathbf{r}^{\prime}\left(l^{\prime}\right)-2\left[\mathbf{r}^{\prime}\left(l^{\prime}\right) \cdot \hat{\mathbf{n}}\right] \hat{\mathbf{n}} \\
& =h \hat{\mathbf{z}}+l^{\prime} \hat{\mathbf{1}}-2 h \hat{\mathbf{z}}-2 l^{\prime}(\hat{\mathbf{l}} \cdot \hat{\mathbf{z}}) \hat{\mathbf{z}}=(-h \hat{\mathbf{z}})+l^{\prime} \hat{\mathbf{1}}_{\mathrm{img}}, \tag{5.50}
\end{align*}
$$

[^74]with
\[

$$
\begin{equation*}
\hat{\mathbf{l}}_{\mathrm{img}}=\hat{\mathbf{l}}-2(\hat{\mathbf{l}} \cdot \hat{\mathbf{z}}) \hat{\mathbf{z}} . \tag{5.51}
\end{equation*}
$$

\]

From (4.102) and (5.4) the image current distribution becomes

$$
\begin{equation*}
\mathbf{J}_{\text {img }}=-[\mathbf{J}-2(\mathbf{J} \cdot \hat{\mathbf{z}}) \hat{\mathbf{z}}]=-I_{0} j\left(l^{\prime}\right) \hat{\mathbf{l}}_{\mathrm{img}} . \tag{5.52}
\end{equation*}
$$

Therefore, the far-field function of the image dipole is obtained from (5.48) as

$$
\mathbf{G}_{d}\left(k,-I_{0}, l, \hat{\mathbf{l}}_{\text {img }},-h \hat{\mathbf{z}}, \hat{\mathbf{r}}\right),
$$

and the total far-field function of the dipole above ground plane becomes

$$
\begin{equation*}
\mathbf{G}_{\mathrm{dg}}(\hat{\mathbf{r}})=\mathbf{G}_{d}\left(k, I_{0}, l, \hat{\mathbf{l}}, h \hat{\mathbf{z}}, \hat{\mathbf{r}}\right)+\mathbf{G}_{d}\left(k,-I_{0}, l, \hat{\mathbf{l}}_{\mathrm{img}},-h \hat{\mathbf{z}}, \hat{\mathbf{r}}\right) . \tag{5.53}
\end{equation*}
$$

Note that $\mathbf{G}_{\mathrm{dg}}(\hat{\mathbf{r}})$ is a valid field solution only above the ground plane. Under the ground plane $\mathbf{G}_{\mathrm{dg}}(\hat{\mathbf{r}})=0$. It is clear that $\mathbf{G}_{\mathrm{dg}}(\hat{\mathbf{r}})$ can be easily computed by using a general subroutine for $\mathbf{G}_{d}\left(k, I_{0}, l, \hat{1}, \mathbf{r}_{0}, \hat{\mathbf{r}}\right)$. The above approach is very general and can be extended to other type of antennas above the ground.

We will now restrict ourselves to vertical and horizontal dipoles in order to get simple analytical expressions. This helps us to gain some physical insight into how the ground plane affects the far-field function.

### 5.1.11 Vertical dipole above ground

The vertical dipole above the ground is shown to the left in Fig. 5.11. Then, we have

$$
\begin{gathered}
\hat{\mathbf{l}}=\hat{\mathbf{z}}, \quad \hat{\mathbf{l}}_{\mathrm{img}}=-\hat{\mathbf{z}}, \quad \hat{\mathbf{l}} \cdot \hat{\mathbf{r}}=\cos \theta, \\
\hat{\mathbf{l}}-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}=\hat{\mathbf{z}}-(\hat{\mathbf{z}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}=-\sin \theta \hat{\boldsymbol{\theta}}, \\
\hat{\mathbf{l}}_{\mathrm{img}} \cdot \hat{\mathbf{r}}=-\cos \theta \quad \text { and } \quad \hat{\mathbf{l}}_{\mathrm{img}}-\left(\hat{\mathbf{l}_{i m g}} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}=\sin \theta \hat{\boldsymbol{\theta}} .
\end{gathered}
$$

Using these in combination with (5.48) and (5.52), we obtain:

$$
\begin{equation*}
\mathbf{G}_{\mathrm{vdp}}(\hat{\mathbf{r}})=-C_{k} \eta I_{0} \sin \theta \tilde{j}(k \hat{\mathbf{r}} \cdot \hat{\mathbf{z}})\left[e^{j k h \cos \theta}+e^{-j k h \cos \theta}\right] \hat{\boldsymbol{\theta}} . \tag{5.54}
\end{equation*}
$$

It is also possible to set up (5.54) directly from a study of Fig. $5.10^{9}$. For the half-wave dipole, by combining the two exponential terms within the brackets and using (5.9), we achieve:

$$
\begin{equation*}
\mathbf{G}_{\mathrm{vdp}}(\hat{\mathbf{r}})=-C_{k} \eta I_{0} \frac{2}{k}\left[\cos \left(\frac{\pi}{2} \cos \theta\right) / \sin \theta\right] 2 \cos (k h \cos \theta) \hat{\boldsymbol{\theta}}, \tag{5.55}
\end{equation*}
$$

for $\theta<90^{\circ}$. We see that the far-field function is given as a product of the far-field function of the vertical half-wave dipole in free space multiplied with a ground plane factor which is $2 \cos (k l \cos \theta)$. It is important to be aware that this ground plane factor is different for different orientations of the dipole. Also note that in more complicated antennas the far-field function cannot be factorized in this way. We can only define special ground plane factors when the source and its image has the same or opposite orientations. The source also needs to have a far-field function which is symmetric or antisymmetric around the plane defined by $\theta=\pi / 2$, where the direction $\theta=0$ is normal to the ground plane. These two conditions are


Figure 5.11: Vertical (left) and horizontal (right) dipoles above ground.
very seldom satisfied for other antennas than dipoles. Note that (5.55) is valid in the source region $0^{\circ} \leq \theta \leq 90^{\circ}$. In the null-field region below the ground plane $\mathbf{G}_{\text {vdp }}(\hat{\mathbf{r}})=0$.

The directivity and radiation resistance can be determined in the same way as for the isolated dipole. This is most easily done by numerical evaluation of the integrals. It is also possible to use an approach in which the mutual coupling to the image is evaluated. We can get simple analytical results by studying a short dipole over the ground. Then, the far-field function is

$$
\begin{equation*}
\mathbf{G}_{\mathrm{vdp}}(\hat{\mathbf{r}})=-C_{k} \eta I_{0}(l / 2)(\sin \theta) 2 \cos (k h \cos \theta) \hat{\boldsymbol{\theta}} . \tag{5.56}
\end{equation*}
$$

The power integral for the incremental dipole becomes

$$
\begin{align*}
P & =2 \pi \int_{0}^{\pi / 2}\left|\mathbf{G}_{\mathrm{vdp}}(\hat{\mathbf{r}})\right|^{2} \sin \theta d \theta \\
& =8 \pi\left|C_{k} \eta I_{0}(l / 2)\right|^{2}+\int_{0}^{\pi / 2} \cos ^{2}(k h \cos \theta) \sin ^{3} \theta d \theta \tag{5.57}
\end{align*}
$$

The latter integral can be evaluated analytically by substituting $u=\cos \theta$ and $d u=-\sin \theta d \theta$, and reducing it to some known integrals. The result gives the following directivity

$$
\begin{equation*}
D_{0}=2\left[\frac{1}{3}-\frac{\cos (2 k h)}{(2 k h)^{2}}+\frac{\sin (2 k h)}{(2 k h)^{3}}\right]^{-1} \tag{5.58}
\end{equation*}
$$

and radiation resistance

$$
\begin{equation*}
R_{\mathrm{rad}}=2 \pi \eta\left(\frac{l}{2 \lambda}\right)^{2}\left[\frac{1}{3}-\frac{\cos (2 k h)}{(2 k h)^{2}}+\frac{\sin (2 k h)}{(2 k h)^{3}}\right] . \tag{5.59}
\end{equation*}
$$

The radiation pattern of the short dipole above the ground is shown in Fig. 5.12^, and the radiation resistance and directivity in Fig. 5.13*. We see that the radiation pattern has

[^75]
(c)

Figure 5.12: *Radiation patterns of a vertical short electric dipole for different heights above an infinite PEC plane. (a) and (b) E-plane pattern for different heights. (c) 3D plots for different heights.
several lobes when $h \geq 0.375 \lambda$ due to the ground plane factor. The directivity is seen to be 3 dB larger than for a short dipole in free space when $h=0$. The reason for this is evident from the formulas in the next section, as a short dipole has a radiation pattern which does not depend on its length. The directivity is 6 dB larger than that of a dipole in free space when $h>0.5 \lambda$. The reason for this is that when the dipole and its image is far away from each other, the far-field function will double its amplitude in the main beam direction, whereas the total radiated power is unaffected by the presence of the image dipole.

### 5.1.12 Vertical monopole

The far-field function of the vertical monopole has to be the same as that of a vertical dipole of the double length because the total current distribution of the monopole plus its image is


Figure 5.13: *Directivity and radiation resistance of a vertical short electric dipole as a function of its height above an infinite PEC plane. The length of the dipole is $l=\lambda / 50$.
the same as for the dipole. Therefore,

$$
\mathbf{G}_{m}(\hat{\mathbf{r}})=\left\{\begin{array}{cl}
-C_{k} \eta I_{0} \sin \theta \tilde{j}(k \hat{\mathbf{r}} \cdot \hat{\mathbf{z}}) \hat{\boldsymbol{\theta}} & \text { for } \theta<\pi / 2  \tag{5.60}\\
0 & \text { for } \theta>\pi / 2
\end{array} .\right.
$$

The power integral becomes

$$
\begin{equation*}
P_{\mathrm{mon}}=2 \pi \int_{0}^{\pi / 2}\left|\mathbf{G}_{m}(\theta)\right|^{2} \sin \theta d \theta=\frac{1}{2} P_{\mathrm{dp}} \tag{5.61}
\end{equation*}
$$

which is half that of the half-wave dipole in (5.34). Therefore, the radiation resistance of the monopole is

$$
\begin{equation*}
R_{\mathrm{mon}}=\frac{1}{2} R_{\mathrm{dp}} \tag{5.62}
\end{equation*}
$$

where $R_{\mathrm{dp}}$ is the impedance of the half-wave dipole given in (5.36).

### 5.1.13 Horizontal dipole above ground

The horizontal dipole above the ground is shown to the right in Fig. 5.11. Then we have

$$
\begin{aligned}
& \hat{\mathbf{l}}_{\text {img }}=\hat{\mathbf{l}}=\hat{\mathbf{y}}, \quad \hat{\mathbf{l}} \cdot \hat{\mathbf{r}}=\hat{\mathbf{y}} \cdot \hat{\mathbf{r}}=\sin \theta \sin \varphi, \\
& \text { and } \quad \hat{\mathbf{y}}-(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}=\cos \theta \sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}} .
\end{aligned}
$$

Using these and together with (5.48) and (5.52), we get

$$
\begin{equation*}
\mathbf{G}_{\mathrm{hdp}}(\hat{\mathbf{r}})=C_{k} \eta I_{0} \tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}})(\cos \theta \sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}})\left(e^{j k h \cos \theta}-e^{-j k h \cos \theta}\right) . \tag{5.63}
\end{equation*}
$$

Finally by combining the two exponential terms within the brackets, we get

$$
\begin{equation*}
\mathbf{G}_{\mathrm{hdp}}(\hat{\mathbf{r}})=C_{k} \eta I_{0}(\cos \theta \sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}) \tilde{j}(k \hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) 2 j \sin (k h \cos \theta) . \tag{5.64}
\end{equation*}
$$



Figure 5.14: *Radiation patterns of horizontal short electric dipole for different heights above an infinite PEC plane. (a) and (b) E-plane ( $\phi=90^{\circ}$ ) patterns. (c) Co- and cross-polar patterns for $h=0.25 \lambda$.

We see that the ground plane factor is very different from that of a vertical dipole. Similarly for a short dipole we attain

$$
\begin{equation*}
\mathbf{G}_{\mathrm{hdp}}(\hat{\mathbf{r}})=C_{k} \eta I_{0}(l / 2)(\cos \theta \sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}) 2 j \sin (k h \cos \theta) . \tag{5.65}
\end{equation*}
$$

The pattern of the latter is plotted in Fig. 5.14 for different heights above the ground*. We see that the pattern have several lobes when $h>0.5 \lambda$. The radiation resistance and the directivity in the vertical $\theta=0^{\circ}$ direction are calculated by numerical integration and shown in Fig. 5.15*. We see that the radiation resistance is zero when $h=0$. This corresponds to a short-circuited feed gap. When $h=\lambda / 4$ the resistance is close to that in free space, and it oscillates around this and approaches it asymptotically when $h$ increases further. The directive gain for $\theta=0^{\circ}$ oscillates between minus infinity and 7.8 dB , depending on whether the dipole and its image interfere destructively or constructively in the $\theta=0^{\circ}$ direction. 7.8 dB is four times (i.e., 6 dB ) more than the directivity of the short dipole in free space.

We have also evaluated the impedance of a horizontal half-wave dipole over the ground by using the self-reaction formula in (5.44), imaging, and the near-field algorithm. The resulting


Figure 5.15: *Radiation resistance and directive gain $\left(\theta=0^{\circ}\right)$ of a horizontal short electric dipole at height h above an infinite PEC plane.
reflection coefficients with respect to $50 \Omega$ are shown in Fig. 5.16 for different thicknesses and heights ${ }^{\star}$. We see that an electric dipole easily can be matched to $50 \Omega$ by tuning its length and height. The impedances and admittances show similar characteristics as for a dipole in free space ${ }^{10}$.

### 5.2 Electric loop antenna as vertical magnetic dipole

The loop antenna is a circular metal ring fed by a coaxial cable and a balun at some point along the ring. When the circumference is much smaller than $\lambda$ we may assume that the current is constant around the ring. In addition if we use the thin wire approximation we can express the ring current as (see Fig. 5.17)

$$
\begin{equation*}
\mathbf{J}_{l}\left(\mathbf{r}^{\prime}\right)=I_{0} \hat{\boldsymbol{\varphi}}^{\prime} \quad \text { for } \mathbf{r}^{\prime}=a \hat{\boldsymbol{\rho}}^{\prime}\left(\varphi^{\prime}\right), 0<\varphi^{\prime}<2 \pi \tag{5.66}
\end{equation*}
$$

where $a$ is the ring radius, $\varphi^{\prime}$ is the unit vector in $\varphi^{\prime}$-direction, and $\rho^{\prime}$ is the radial unit vector in the $x y$-plane, i.e.,

$$
\begin{equation*}
\hat{\boldsymbol{\rho}}^{\prime}\left(\varphi^{\prime}\right)=\cos \varphi^{\prime} \hat{\mathbf{x}}+\sin \varphi^{\prime} \hat{\mathbf{y}} . \tag{5.67}
\end{equation*}
$$

Now we can use the far-field radiation integral (4.54) with $\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}=a \boldsymbol{\rho}^{\prime} \cdot \hat{\mathbf{r}}$, and we get

$$
\begin{align*}
\mathbf{E} & =\frac{1}{r} e^{-j k r} \mathbf{G}_{0}(\hat{\mathbf{r}}), \quad \mathbf{G}_{0}(\hat{\mathbf{r}})=\mathbf{I}_{J}-\left(\mathbf{I}_{J} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}},  \tag{5.68}\\
\mathbf{I}_{J} & =C_{k} \int_{0}^{2 \pi} \eta I_{0} \hat{\varphi}^{\prime} e^{j k a \rho^{\prime} \cdot \hat{\mathbf{r}}} a d \varphi^{\prime}  \tag{5.69}\\
& =C_{k} \eta I_{0} \int_{0}^{2 \pi}\left(\cos \varphi^{\prime} \hat{\mathbf{y}}-\sin \varphi^{\prime} \hat{\mathbf{x}}\right) e^{j k a \rho^{\prime} \cdot \hat{\mathbf{r}}} a d \varphi^{\prime},
\end{align*}
$$
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Figure 5.16: *Reflection coefficient of horizontal electric dipole above the ground as a function of dipole length $l$ for different heights $h$ over the ground. The feed line has an impedance of $50 \Omega$. Segment length in near-field evaluation is $0.005 \lambda$.
where we have expressed $\hat{\varphi}^{\prime}$ in terms of $\varphi^{\prime}$ dependent functions and constant vectors, by using $\hat{\varphi}^{\prime}=\cos \varphi^{\prime} \hat{\mathbf{y}}^{\prime}-\sin \varphi^{\prime} \hat{\mathbf{x}}^{\prime}$. When $k a \ll 1$ we can expand the phase factor in the integrand according to $e^{j k a \rho^{\prime} \cdot \hat{\mathbf{r}}} \approx 1+j k a \rho^{\prime} \cdot \hat{\mathbf{r}}$ and get

$$
\begin{equation*}
\mathbf{I}_{J}=C_{k} \eta I_{0} \int_{0}^{2 \pi}\left[\left(\cos \varphi^{\prime}+j k a \hat{\boldsymbol{\rho}}^{\prime} \cdot \hat{\mathbf{r}} \cos \varphi^{\prime}\right) \hat{\mathbf{y}}-\left(\sin \varphi^{\prime}+j k a \hat{\boldsymbol{\rho}}^{\prime} \cdot \hat{\mathbf{r}} \sin \varphi^{\prime}\right) \hat{\mathbf{x}}\right] a d \varphi^{\prime} \tag{5.70}
\end{equation*}
$$

The whole problem has rotational symmetry of type $\mathrm{BOR}_{0}$, so we may limit the observation point to the $x z$-plane, in which case $\hat{\mathbf{r}}=\cos \theta \hat{\mathbf{z}}+\sin \theta \hat{\mathbf{x}}$ and $a \hat{\boldsymbol{\rho}}^{\prime} \cdot \hat{\mathbf{r}}=a \sin \theta \cos \varphi^{\prime}$. Then,

$$
\begin{align*}
\mathbf{I}_{J} & =C_{k} \eta I_{0} j k a^{2} \sin \theta\left[\int_{0}^{2 \pi} \cos ^{2} \varphi^{\prime} d \varphi^{\prime} \hat{\mathbf{y}}-\int_{0}^{2 \pi} \sin \varphi^{\prime} \cos \varphi^{\prime} d \varphi^{\prime} \hat{\mathbf{x}}\right]  \tag{5.71}\\
& =C_{k} \eta I_{0} j k \pi a^{2} \sin \theta \hat{\mathbf{y}}
\end{align*}
$$

For an arbitrary $\varphi$-plane and for symmetry reasons, we must get the same answer with $\hat{\mathbf{y}}$ replaced by the unit vector $\hat{\varphi}$ normal to the $\varphi$-plane. Therefore, we have

$$
\begin{equation*}
\mathbf{G}_{0}(\hat{\mathbf{r}})=C_{k} \eta I_{0} j k \pi a^{2} \sin \theta \hat{\varphi} . \tag{5.72}
\end{equation*}
$$

We see that the loop antenna has the same far-field function as a magnetic dipole with magnetic moment $M_{0} l$ if

$$
\begin{equation*}
M_{0} l=j \eta I_{0} k A, \tag{5.73}
\end{equation*}
$$

where $A=\pi a^{2}$ is the area of the loop.

### 5.3 Helical antennas

A helical antenna consists of a spiral shaped wire with a certain number of turns. The center line of a right-hand turned helical wire can be described by the coordinate vector (see Fig. 5.18)

$$
\begin{equation*}
\mathbf{r}^{\prime}\left(\varphi^{\prime}\right)=a \hat{\boldsymbol{\rho}}\left(\varphi^{\prime}\right)+\left(S \varphi^{\prime} / 2 \pi\right) \hat{\mathbf{z}} \quad \text { for } 0<\varphi^{\prime}<N 2 \pi, \tag{5.74}
\end{equation*}
$$



$$
\begin{aligned}
M_{0} l & =j \eta I_{0} k A \\
A & =\pi a^{2}
\end{aligned}
$$

Figure 5.17: Small electric loop antenna (left) and its equivalent magnetic current (right).


Figure 5.18: Geometry of helical antenna for LHC (left) and RHC (middle) polarizations, and electric current model of one single loop (right).
where $a$ is the radius of the helix, $S$ is the spacing between each turn, and $N$ is the total number of turns. The current distribution along the wire depends strongly on $a, S$ and the total wire length. Thus, it is not possible to find an approximate current distribution which is acceptable enough for analytical work. Therefore, helical antennas are best designed by using previously published empirical data based on a series of measurements, or by computer simulations using codes for wire antennas based on the Method of Moments.
However, the following two current distributions on one single loop can be used to describe the two basic modes of operation of the helical antenna, the normal mode and the axial mode. They are

$$
\begin{array}{ll}
\mathbf{J}\left(\varphi^{\prime}\right)=I_{0} \hat{\boldsymbol{\varphi}}^{\prime}, & \text { when } L_{1} \ll \lambda, \\
\mathbf{J}\left(\varphi^{\prime}\right)=I_{0} e^{-j \varphi^{\prime}} \hat{\varphi}^{\prime}, & \text { when } L_{1} \approx \lambda, \tag{5.76}
\end{array}
$$

respectively, where $L_{1}$ is the length of one turn given by

$$
L_{1}=\sqrt{(2 \pi a)^{2}+S^{2}}
$$

The former case corresponds to the case studied in the previous subsection, which gives the same radiation field as a vertical magnetic dipole, except that here we also need to consider the ground plane. This is left to the reader as an exercise. We will therefore find the far-field function of the latter case. This case corresponds to a travelling wave around the loop, which can be realized if the circumference $L_{1}$ of a single ring is approximately equal to $\lambda$ which gives resonance.


Figure 5.19: * Co - and cross-polar radiation patterns of a single resonant electric current loop of $1 \lambda$ circumference.

In the same way as in the previous subsection the radiation integral becomes

$$
\begin{equation*}
\mathbf{I}_{J}=C_{k} \eta I_{0} \int_{0}^{2 \pi} e^{-j \varphi^{\prime}} \hat{\varphi}^{\prime} e^{j k a \rho^{\prime} \cdot \hat{\mathbf{r}}} a d \varphi^{\prime} \tag{5.77}
\end{equation*}
$$

By introducing $\varphi^{\prime}=\cos \varphi^{\prime} \hat{\mathbf{y}}-\sin \varphi^{\prime} \hat{\mathbf{x}}$, and $\boldsymbol{\rho}^{\prime} \cdot \hat{\mathbf{r}}=\sin \theta \cos \left(\varphi^{\prime}-\varphi\right)$, we obtain

$$
\begin{equation*}
\mathbf{I}_{J}=C_{k} \eta I_{0} \int_{0}^{2 \pi}\left[\cos \varphi^{\prime} e^{-j \varphi^{\prime}} \hat{\mathbf{y}}-\sin \varphi^{\prime} e^{-j \varphi^{\prime}} \hat{\mathbf{x}}\right] e^{j k a \sin \theta \cos \left(\varphi^{\prime}-\varphi\right)} a d \varphi^{\prime} . \tag{5.78}
\end{equation*}
$$

If we substitute

$$
\begin{equation*}
\cos \varphi^{\prime}=\frac{1}{2}\left(e^{j \varphi^{\prime}}+e^{-j \varphi^{\prime}}\right) \quad \text { and } \quad \sin \varphi^{\prime}=\frac{1}{2 j}\left(e^{j \varphi^{\prime}}-e^{-j \varphi^{\prime}}\right) \tag{5.79}
\end{equation*}
$$

and use the Bessel function integral representations presented in Appendix E, we achieve

$$
\begin{equation*}
\mathbf{I}_{J}=C_{k} \eta I_{0} \pi a\left[J_{0}(k a \sin \theta)(\hat{\mathbf{y}}+j \hat{\mathbf{x}})-e^{-j 2 \varphi} J_{2}(k a \sin \theta)(\hat{\mathbf{y}}-j \hat{\mathbf{x}})\right], \tag{5.80}
\end{equation*}
$$

where $J_{0}$ and $J_{2}$ are the Bessel functions of zeroth and second order, respectively. As $J_{2}(0)=0$ and $J_{0}(0)=1$ is the maximum of $J_{0}$, the polarization in (5.80) is clearly recognized as RHC along the positive $z$-axis and LHC along the negative. This LHC wave will by reflection from a ground plane also become RHC. Thus, a loop on a ground plane with a propagating wave on it gives a circularly polarized wave when the circumference is about one wavelength. Therefore, the helical antenna will radiate circular polarization when $L_{1} \approx \lambda$.

The helical antenna is most often located on a small metal disk which acts as a ground plane. The cross-polarization and far-out sidelobes will be less and the symmetry of the main lobe will be better if the ground plane is corrugated with circular grooves [4]. It is also possible to improve the performance by tapering the diameter of the helix to zero at its radiating end.

We have evaluated the co- and cross-polar component of (5.80)*. They are presented in Fig. 5.19. The cross-polar sidelobes would be less if we were able to reduce the diameter of the loop and still keep it resonant.


Figure 5.20: Examples of different radiating slots in waveguides.

### 5.4 Slot antennas

Metal boxes are often used to shield electronic equipment in order to avoid radiation of signals (emission), which may disturb other equipments, or reception (susceptibility) of interfering signals from other equipments. Today there exist strong requirements on both emission and susceptibility of electronic equipment in order to ensure electromagnetic compatibility (EMC). Antenna measurement chambers are also often shielded for the same reasons. It is well known that narrow apertures in shields ${ }^{11}$ cause electromagnetic coupling between the inner and outer sides. Therefore, all kind of slots or openings in shields must be avoided.

Slots are also commonly in use as desirable antennas, because they are cheap and accurate to manufacture. In such cases they are almost always fed by waveguides. Indeed, the feed waveguide has often several slots forming a linear array ${ }^{12}$. There may also be several slotted feed waveguides side by side making up a complete two-dimensional array antenna. The slots can be located differently depending on the application (Fig. 5.20). The radiation pattern of a single slot will be derived in the next subsection. The excitation of the slot from the waveguide is rather laborious to include in the analysis, but it can be done very accurately due to the clean geometry. We will limit the analysis to three simple and illustrative cases: a slot excited by a voltage source at its center, a slot excited by a plane incident wave, and a slot excited by the open end of a rectangular waveguide with the same dimensions as the slot. Finally, the excitation of more complicated slots is discussed without detailed analysis.

### 5.4.1 Field distribution and radiation pattern

We consider a slot of width $w$ and length $l$ in an infinite PEC ground plane. If the ground plane has a finite wall thickness, the slot resembles a short rectangular waveguide. Then, we know that the field inside the slot region can be expressed as a sum of rectangular waveguide modes. If the slot is narrow with $w \ll \lambda$ and with $l \approx \lambda / 2$, the basic $\mathrm{TE}_{10}$ mode dominates. The higher order modes will be strongly evanescent and cannot propagate through the slot. It is therefore reasonable to approximate the E-field distribution over the slot by the $\mathrm{TE}_{10}$ mode of the rectangular waveguide. Thus, for an $x$-directed slot with the origin of the coordinate system in the center of the slot, the slot field becomes

$$
\begin{equation*}
\mathbf{E}_{\mathrm{slt}}\left(x^{\prime}, y^{\prime}\right)=E_{0} \cos \left(\frac{\pi}{l} x^{\prime}\right) \hat{\mathbf{y}}, \tag{5.81}
\end{equation*}
$$
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Figure 5.21: E-field distribution in slot (left) in PEC and its equivalent magnetic current (center) in PEC without slot. After imaging the PEC ground plane is removed (right).
for $\left|x^{\prime}\right|<l / 2$ and $\left|y^{\prime}\right|<w / 2$. This slot field distribution has shown to be a very good approximation even when the wall is infinitely thin. It is also hardly affected by the type of excitation and by the form and shape of the ground plane, provided $w \ll \lambda$ and $l \leq \lambda / 2$. We can find the radiation pattern of the slot in the ground plane by using equivalent magnetic sources, as illustrated in Fig. 5.21. We consider the region $z>0$, replace the E-field at the boundary $z=0$ by equivalent magnetic currents $\mathbf{M}=E_{0} \mathbf{m}=\mathbf{E}_{\text {slt }} \times \hat{\mathbf{z}}=E_{0} \cos \left(\pi x^{\prime} / l\right) \hat{\mathbf{x}}$, and close the hole in the $\mathrm{PEC}^{13}$. This new equivalent field problem consists of $E_{0} \mathbf{m}$ on a PEC ground plane with no slot. Therefore, we can now remove the ground plane by imaging. As a result, we can calculate the radiation field in the source region $z>0$ as the field radiated by a magnetic current $E_{0} 2 \mathrm{~m}$ is radiating in free space. We must remember that the solution for $z<0$ is zero (null-field region) ${ }^{14}$. The radiated E-field is now obtained by using (4.50) and (4.52) to be

$$
\begin{gather*}
\mathbf{E}(\mathbf{r})=\frac{1}{r} e^{-j k r} \mathbf{G}_{\text {slt }}(\hat{\mathbf{r}}), \quad \mathbf{G}_{\mathrm{slt}}(\hat{\mathbf{r}})=2 E_{0} w \mathbf{G}_{\mathrm{img}}(\hat{\mathbf{r}}) \tilde{M}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}),  \tag{5.82}\\
\text { where }  \tag{5.83}\\
\tilde{M}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}})=\int_{-l / 2}^{l / 2} \cos \left(\pi x^{\prime} / l\right) e^{j k x^{\prime} \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}} d x^{\prime}, \tag{5.84}
\end{gather*}
$$

with the incremental source constant $C_{k}=-j k / 4 \pi$ as before. In order to obtain the above form, we have assumed that $w \ll \lambda$ so that the $y^{\prime}$-integral from $-w / 2$ to $w / 2$ could be replaced by a multiplication by $w$. We have also moved the constants $E_{0}$ and $w$ outside the radiation integral.

The result is that the far-field function of the slot is a product of three factors:

1. the factor $2 w E_{0}$ which is twice the voltage $V_{0}=E_{0} w$ over the center of the slot,
2. the far-field function $\mathbf{G}_{\mathrm{img}}$ of a unit incremental $x$-directed magnetic current source, and
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Figure 5.22: Radiation patterns of half-wave slot in ground plane. (a) E- and H-plane. (b) Co- and cross-polar contour plots.
3. the Fourier transform $\tilde{M}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}})$ of the magnetic current distribution $M\left(x^{\prime}\right)=\cos \left(\pi x^{\prime} / l\right)$. The latter is recognized as a Fourier transform by substituting $k_{x}=k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}$.

The above factorization corresponds to that of wire antennas and applies to all straight slots in flat ground planes. When $l=\lambda / 2$, the magnetic current distribution is exactly the same as the electric current distribution of an electric half-wave dipole. The reason is $\cos \left(\pi x^{\prime} / l\right)=\sin \left(k\left((l / 2)-\left|x^{\prime}\right|\right)\right)$ when $l=\lambda / 2$. Therefore, by using $\hat{\mathbf{r}} \cdot \hat{\mathbf{x}}=\sin \theta \cos \varphi$,

$$
\begin{equation*}
\tilde{M}(k \hat{\mathbf{r}} \cdot \hat{\mathbf{x}})=\frac{2}{k} \cos \left(\frac{\pi}{2} \sin \theta \cos \varphi\right) /\left[1-(\sin \theta \cos \varphi)^{2}\right] \tag{5.85}
\end{equation*}
$$

For this slot the $x z$-plane is the H-plane, and the $y z$-plane is the E-plane. The radiation patterns are shown in Fig. 5.22. In E-plane $\varphi=90^{\circ}$ and $\hat{\mathbf{x}} \times \hat{\mathbf{r}}=-\hat{\boldsymbol{\theta}}$, so the pattern is uniform. In H-plane $\varphi=0^{\circ}$ and $\hat{\mathbf{x}} \times \hat{\mathbf{r}}=-\cos \theta \hat{\boldsymbol{\varphi}}$, so the pattern shape is given by $-\tilde{M}(k \hat{\mathbf{r}} \times \hat{\mathbf{x}}) \cos \theta$. This is slightly more directive than the incremental magnetic current. The patterns are similar to those of the electric dipole except that the E- and H-planes are interchanged, the field behind $\theta=\pi / 2$ is zero due to the ground plane (see Fig. 5.21), and that the first factor is $2 E_{0} w$ instead of $\eta I_{0}$. The directivity of the half-wave slot is easily calculated in the same way as for the half-wave dipole. The fields radiate only in the upper half-space, so the power integral becomes

$$
\begin{equation*}
P_{\mathrm{slt}}=\frac{1}{2} P_{\mathrm{dp}}\left(\frac{2 E_{0} w}{\eta I_{0}}\right)^{2} \tag{5.86}
\end{equation*}
$$



Figure 5.23: Cross-section of slot in infinite PEC plane excited by a voltage source (left), the equivalent problem for $z<0$ (center) and for $z>0$ (right).)
where $P_{\mathrm{dp}}$ is the power integral of the half-wave electric dipole. Therefore,

$$
\begin{equation*}
\left.D_{0}=\frac{4 \pi\left|G_{\mathrm{slt}}\right|_{\max }^{2}}{P_{\mathrm{slt}}}=\frac{2 \cdot 4 \pi\left|G_{d}\right|_{\max }^{2}}{P_{\mathrm{dp}}}=3.286 \quad \text { (i.e., } 5.17 \mathrm{~dB}\right) \tag{5.87}
\end{equation*}
$$

which is 3 dB more directive than a half-wave dipole in free space.

### 5.4.2 Slot admittance when excited by voltage source

We will now find the radiation resistance (or rather conductance) when the slot is located in a thin metal sheet with free space on both sides, being excited by a lumped voltage source $V_{0}$ over its center. The impressed voltage creates a slot field which radiates equally into the two half-spaces on both sides of the slot. The slot resembles two opposite sections of a slot line shorted at $x= \pm l / 2$. A standing wave is set up on the line such that the electric field in the slot becomes approximately

$$
\begin{equation*}
\mathbf{E}_{\mathrm{slt}}\left(x^{\prime}\right)=-\frac{V_{0}}{w} \sin \left[k\left(\frac{l}{2}-\left|x^{\prime}\right|\right)\right] / \sin (k l / 2) \hat{\mathbf{y}} . \tag{5.88}
\end{equation*}
$$

This is equal to the field in Eq. (5.81) when $l=\lambda / 2$, and does not give significantly different results for other small lengths either.

The radiation field of this slot which radiates into both sides of the ground plane can be found by treating each side in the way we treated one side in the previous subsection. This means that the field in the region $z>0$ is identical to that given before, and in the region $z<0$ we get a similar formula by going through the same derivation using $\mathbf{M}_{z<0}=V_{0} \mathbf{m}_{z<0}=-\mathbf{E}_{\mathrm{slt}}(\hat{\mathbf{z}}) \times \hat{\mathbf{z}}$ instead of $\mathbf{M}=V_{0} \mathbf{m}=\mathbf{E}_{\text {slt }} \times \hat{\mathbf{z}}$, as the normal to the slot is directed along $-\hat{\mathbf{z}}$ on the rear side (see Fig. 5.23). Now by comparison with (5.86) the power integral becomes

$$
\begin{equation*}
P_{\mathrm{slt}}=P_{\mathrm{dp}}\left(\frac{2 V_{0}}{\eta I_{0}}\right)^{2} \tag{5.89}
\end{equation*}
$$

From $P_{\mathrm{rad}}=V_{0}^{2} /\left(2 R_{\mathrm{slt}}\right)$ the radiation resistance is found to be

$$
\begin{equation*}
R_{\mathrm{slt}}=\frac{V_{0}^{2}}{2 P_{\mathrm{rad}}}=\frac{\eta V_{0}^{2}}{P_{\mathrm{tot}}}=\frac{\eta^{2}}{4 R_{\mathrm{dp}}}=487 \Omega \tag{5.90}
\end{equation*}
$$



Figure 5.24: *Conductance $G$ and susceptance $B$ of voltage excited slot. The values are presented relative to 0.002 Siemens, i.e., $500 \Omega$, by reference to Eq. (5.90).
where $R_{\mathrm{dp}}=73 \Omega$ is the radiation resistance of the electric dipole. We can calculate the complete self-admittance by using the duality relation in (4.56) between the impedance and admittance of electric and magnetic current distributions. Using this, and accounting for the fact that our present magnetic current is excited by a voltage $2 V_{0}$ (and not $V_{0}$ ), for the slot admittance we obtain

$$
\begin{equation*}
Y_{\mathrm{slt}}=\frac{4}{\eta^{2}} Z_{\mathrm{dp}} \tag{5.91}
\end{equation*}
$$

where $Z_{\mathrm{dp}}$ is the impedance of a strip dipole with the same electric current distribution as the E-field distribution of the slot. At resonance, expression (5.91) yields $R_{\mathrm{slt}}=\eta^{2} /\left(4 R_{\mathrm{dp}}\right)$ which is the same as (5.90). We have evaluated (5.91), and the result is presented in Fig. 5.24^.

If we had evaluated the slot admittance for different slot widths (which must be smaller than the length), we would have seen the following ${ }^{15}$ : A resonant antenna which is excited at a voltage maximum has an input conductance which is not sensitive to variations in the geometry and the analysis model, whereas the susceptance is very sensitive to both such variations. The input impedance shows a typical resonant behavior characterized by a resistance peak at the resonance frequency where the reactance is zero.

The complex radiation admittance can also be calculated by using self-reaction, which corresponds to a Method of Moments approach with one basis function and the same test function. We are now dealing with a voltage (or rather equivalent magnetic current) source, so we get the admittance instead of the impedance by normalizing the reaction integral to the slot voltage ${ }^{16}$. The $z>0$ and $z<0$ problems give both the same admittance, and, these are in parallel so that the total admittance seen at the terminal of the voltage source must be the sum of them. i.e.,

$$
\begin{equation*}
Y_{\mathrm{slt}}=\frac{1}{V_{0}^{2}}\left\langle V_{0} \mathbf{H}_{m}(x, y), V_{0} \mathbf{m}(x, y)\right\rangle+\frac{1}{V_{o}^{2}}\left\langle V_{0} \mathbf{H}_{m m}(x, y), V_{0} \mathbf{m}^{m}(x, y)\right\rangle . \tag{5.92}
\end{equation*}
$$

[^79]Here, $\mathbf{H}_{m}$ and $\mathbf{H}_{m m}$ are the H -fields in the slot calculated by using $m$ for the $z>0$ problem and $\mathbf{m}^{m}$ for the ( $z<0$ ) problem, respectively. The former gives

$$
\begin{equation*}
\mathbf{H}_{m}=\frac{1}{\eta} C_{k} \int_{-w / 2}^{w / 2} \int_{-l / 2}^{l / 2}\left[2 \mathbf{m} C_{N_{1}}-(2 \mathbf{m} \cdot \hat{\mathbf{R}}) \hat{\mathbf{R}} C_{N_{2}}\right] \frac{1}{R} e^{-j k R} d x^{\prime} d y^{\prime} \tag{5.93}
\end{equation*}
$$

where $C_{k}, C_{N_{1}}, C_{N_{2}}, R$ and $\hat{\mathbf{R}}$ are defined in (4.34) and (4.41)-(4.42). The factor 2 in front of $\mathbf{m}$ comes from imaging. The reaction integral must be evaluated numerically, and this is complicated because the H -field is singular when $x=x^{\prime}$ or $y=y^{\prime}$. However, we can avoid these problems by using the near-field algorithm in Section 4.7.2, for magnetic current sources. The result will be the same as using (5.91) if the current distribution used to evaluate $Z_{\mathrm{dp}}$ is the same as the field distribution used to evaluate. Note that the two reaction integrals in (5.92) are equal due to symmetry, so that we actually only need to evaluate one of them.

### 5.4.3 Slot excited by plane wave

We will now study the same slot as in the previous subsection, but when it is excited by an incident plane wave. The main objective is to explain how to calculate the total power transmitted through the slot. In this case we do not know the slot voltage, so we have to determine it from the known amplitude $E_{i}$ of the incident wave. The equivalent problem for $z<0$ has now two sources, $\mathbf{M}^{m}=\mathbf{E}_{\text {slt }} \times(-\hat{\mathbf{z}})$ and the plane wave $\mathbf{E}_{i}=E_{i} e^{-j k z} \hat{\mathbf{y}}$. The equivalent problem for $z>0$ has one source $\mathbf{M}=\mathbf{E}_{\text {slt }} \times \hat{\mathbf{z}}$. We can find the tangential E-field in the slot by using the boundary condition that the $x$ - and $y$-components of $\mathbf{H}_{\text {slt }}$ at $z=0$ must be equal for both equivalent problems.

We consider first the equivalent problem of the $z<0$ region. The incident wave is reflected by the ground plane, so the total H-field at $z=0$ due to the incident and reflected field becomes

$$
\begin{equation*}
\eta \mathbf{H}_{i}=-2 E_{i} \hat{\mathbf{x}} . \tag{5.94}
\end{equation*}
$$

The total E-field is zero at $z=0$. The H -field $\mathbf{H}_{\mathrm{Mm}}$ due to the magnetic current $\mathrm{M}^{m}$ is given by (5.93). The equivalent problem for $z>0$ gives the H -field $\mathbf{H}_{M}$. By investigating (5.93) we find that $\mathbf{H}_{\mathrm{Mm}}=-\mathbf{H}_{M}$ at $z=0$. Finally, applying the boundary condition, we get

$$
\begin{equation*}
\left[\mathbf{H}_{i}+\mathbf{H}_{\mathrm{Mm}}\right]_{\tan }=\left[\mathbf{H}_{M}\right]_{\tan } . \tag{5.95}
\end{equation*}
$$

This represents an integral equation with the voltage $V_{0}$ of the slot as unknown. We can solve this by using the Method of Moments with one basis function. We choose $\cos \left(\pi x^{\prime} / l\right)$ both as basis and weighting functions, i.e., Galerkin's method. The cosine distribution is known from (5.81) to represent a plausible approximation to the field. Then, (5.95) gives

$$
\begin{equation*}
V_{0}=\frac{1}{2}\left\langle\mathbf{H}_{i}, \cos (\pi x / l) \hat{\mathbf{x}}\right\rangle /\left\langle\mathbf{H}_{m}, \cos (\pi x / l) \hat{\mathbf{x}}\right\rangle, \tag{5.96}
\end{equation*}
$$

where $\mathbf{H}_{m}$ now is normalized and given by (5.93). $\mathbf{H}_{i}$ is the incident H -field at the PEC calculated for the case that the slot is not present. The only part of (5.96) which depends on the incident field is the numerator, which is

$$
\begin{equation*}
\left\langle\mathbf{H}_{i}, \cos (\pi x / l) \hat{\mathbf{x}}\right\rangle=\int_{-w / 2}^{w / 2} \int_{-l / 2}^{l / 2} \mathbf{H}_{i} \cdot \hat{\mathbf{x}} \cos (\pi x / l) d x d y \tag{5.97}
\end{equation*}
$$



Figure 5.25: Open waveguide radiating from infinite ground plane (left), the equivalent problem of the waveguide region (center), and of the radiating half-space region (right).

This has a maximum when $\mathbf{H}_{i}$ is parallel with the direction $\hat{\mathbf{x}}$ of the extension of the slot. It also increases with increasing $l$. Therefore, the excitation voltage $V_{0}$ of the slot is strongest when the incident H -field $\mathbf{H}_{i}$ is parallel with the slot length.

The induced currents in the walls are given by $\mathbf{J}=2\left(-\hat{\mathbf{z}} \times \mathbf{H}_{i}\right)$. Therefore, we may alternatively express (5.97) as follows: The more the electric current is disturbed by the slots, the stronger is the excitation, $V_{0}$, of the slot. This conclusion is general and valid also for other shapes of the metal wall and for any orientation of the slot.

After $V_{0}$ has been determined, the amplitude of the scattered field for $z>0$ can be calculated and thereby also the total radiated power.

### 5.4.4 Reflection coefficient of open waveguide

The open narrow waveguide radiating from an infinite ground plane and its two equivalent field problems are shown in Fig. 5.25. The difference from the previous problem is that $\mathbf{H}_{i}$ and $\mathbf{H}_{\mathrm{Mm}}$ are now waveguide field solutions. The procedure is otherwise the same. We will not go into details here.

### 5.4.5 Slots in waveguide walls

The most commonly used slot antennas are made from slots in the walls of a waveguide. When several slots are located after each other along the same waveguide, the slots in the beginning of the waveguide must be weakly excited, and the slots at the end of the waveguide must be strongly excited in order to ensure that the power leaving the slot array from the beginning and end of it is similar in level.
We study the rectangular waveguide with a $\mathrm{TE}_{10}$ mode as an example. Different slot arrangements are shown in Fig. 5.26. There are longitudinal slots, transverse broad wall slots and


Figure 5.26: Current distribution in rectangular waveguide walls for $\mathrm{TE}_{10}$ mode (left), and different weakly or strongly excited slots (right).
transverse tilted narrow wall slots. The electric current distribution in the walls of a waveguide without slots can be found from microwave textbooks with waveguide field solutions. In the broad wall at $y=b / 2$ the current is

$$
\begin{align*}
& J_{x}=H_{z}=-j \sin \left(\frac{\pi x}{a}\right) e^{-j \beta_{10} z}  \tag{5.98}\\
& J_{z}=H_{x}=-\frac{-\beta_{10} a}{\pi} \cos \left(\frac{\pi x}{a}\right) e^{-j \beta_{10} z} \tag{5.99}
\end{align*}
$$

and in the transverse wall at $x=-a / 2$

$$
\begin{equation*}
J_{y}=j e^{-j \beta_{10} z} . \tag{5.100}
\end{equation*}
$$

In these equations $\beta_{10}=2 \pi / \lambda_{g}=\sqrt{k^{2}-(\pi / a)^{2}}$ with $\lambda_{g}$ the guide wavelength. The wall currents are illustrated in Fig. 5.26.

Longitudinal slots: We see that $J_{x}$ is zero along the center line $x=0$. Therefore, a longitudinal slot along the center line $x=0$ does not disturb the current and hence does not radiate. However, if the longitudinal slot is displaced from the center, the excitation will increase according to $-\sin (\pi x / a)$. Therefore we can tune the size of the excitation by changing the offset from the center line. This is very convenient in slot array design in order to change the excitation along the array. In addition, we can reverse the sign of the excitation by moving the slot to the opposite side of the center line. This is also convenient because it makes it possible to locate radiating slots with $\lambda_{g} / 2$ spacing along the waveguide and still get the same phase of the excitation. This is desirable in order to get a beam normal to the surface of the waveguide without grating-lobes. In a circuit diagram longitudinal slots are represented by a shunt admittance.

Transverse slots: A transverse slot will disturb the $z$-directed surface current distribution. The broken current is strongest if the slot is located at the center of the broad wall. Such slots are so strongly excited that they cannot be used in large arrays.

Sometimes it is desirable to locate slots in the narrow wall. Entirely transverse and symmetrically located narrow wall slots does not radiate because there are no longitudinal currents in the narrow walls. Therefore, in order to make such slots radiate we need to tilt the slots slightly or introduce asymmetric elements inside the waveguide. Reference [3] is strong on slot antennas.

### 5.5 Further reading

Dipole antennas are classic and described in details in the books by Kraus [1] and Jasik [2]. The textbook by Elliott is strong on slot antennas [3]. Wire antennas are today normally designed by using wire modeling codes.

### 5.6 Complementary comments by S. Maci

Some textbooks such as [5] and previous papers make use of the term effective height to describe the directivity of small antennas. The relation between them is explained here. We have already in Section 2.9 introduced the relation between the far-field function $\mathbf{G}(\hat{\mathbf{r}})$ and the complex effective vector height $\mathbf{h}_{t}(\hat{\mathbf{r}})$ in the transmitting mode by

$$
\mathbf{h}_{t}(\hat{\mathbf{r}})=\frac{4 \pi}{I_{0} j k \eta} \mathbf{G}(\hat{\mathbf{r}})
$$

In receiving mode, the effective receiving height is defined by $\mathbf{h}_{r}(\hat{\mathbf{r}}) \cdot \mathbf{E}_{0}=V_{\text {ar }}$ (where $V_{\text {ar }}$ is the voltage of the Thevenin equivalent circuit (Fig. 2.22). Reciprocity leads to $\mathbf{h}_{t}(\hat{\mathbf{r}})=\mathbf{h}_{r}(\hat{\mathbf{r}})=$ $\mathbf{h}(\hat{\mathbf{r}})$. By applying this definition to a dipole with an arbitrary oriented direction $\hat{\mathbf{l}}$, one has

$$
\begin{equation*}
\mathbf{h}(\hat{\mathbf{r}})=-[\hat{\mathbf{l}}-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}] \int_{-l / 2}^{l / 2} j\left(l^{\prime}\right) e^{j k l^{\prime} \hat{\mathbf{1}} \cdot \hat{\mathbf{r}}} d l^{\prime}, \tag{5.101}
\end{equation*}
$$

where $j\left(l^{\prime}\right)$ is the normalized current along the dipole defined in Section 5.4. The above can be rewritten as $\mathbf{h}(\hat{\mathbf{r}})=-[\hat{\mathbf{l}}-(\hat{\mathbf{l}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}] \tilde{j}(k l \hat{\mathbf{l}} \cdot \hat{\mathbf{r}})$ where $\tilde{j}\left(k_{l}\right)$ is the Fourier transform of $j\left(l^{\prime}\right)$. By assuming a transmission line approximation for the current, $\tilde{j}(k l \hat{l} \cdot \hat{\mathbf{r}})$ assumes the form in (5.81). When $j\left(l^{\prime}\right)$ is positive along the dipole (which happens for $l<\lambda / 2$ ) it follows from (5.101) that the effective vector height takes on a maximum amplitude value $h_{\max }=|\mathbf{h}(\hat{\mathbf{r}})|_{\text {max }}$ for $\hat{\mathbf{1}} \cdot \hat{\mathbf{r}}=0$, namely

$$
\begin{equation*}
h_{\max }=\tilde{j}(0)=\int_{-l / 2}^{l / 2} j\left(l^{\prime}\right) d l^{\prime} . \tag{5.102}
\end{equation*}
$$

Therefore, the maximum effective height is equal to the length of the dipole times the average value of the normalized currents. From there it follows that a short dipole has $h_{\max }=l / 2$ and for a resonant dipole $h_{\max }=\lambda / \pi$. Also, there is a relationship between the effective height $h_{\text {max }}$ and the effective area $A_{\text {em }}[5]$.

$$
\begin{equation*}
A_{\mathrm{em}}=\frac{\eta}{4 R_{\mathrm{in}}} h_{\mathrm{max}}^{2} \tag{5.103}
\end{equation*}
$$

where $R_{\mathrm{in}}$ is the input resistance of the antenna and is the free-space characteristic impedance. Eq. (5.103) is also generally valid, i.e., not only for dipoles. It expresses the effective area as the square of the effective height weighted by the ratio between the input impedance and the free space impedance. From the general relationship between gain $G$ and effective area, namely $A_{\text {em }}=\frac{\lambda^{2}}{4 \pi} G$, one has

$$
\begin{equation*}
G=\frac{\pi \eta}{R_{\mathrm{in}}}\left(\frac{h_{\mathrm{max}}}{\lambda}\right)^{2} \quad \text { and therefore } \quad G=\frac{\pi \eta}{R_{\mathrm{rad}}}\left(\frac{h_{\mathrm{max}}}{\lambda}\right)^{2} \tag{5.104}
\end{equation*}
$$

where $D$ is the directivity and $R_{r}$ the radiation resistance. The effective height can also be obtained for a current loop (see (5.72)) as $\mathbf{h}(\hat{\mathbf{r}})=j k S \hat{\mathbf{r}} \times \hat{\mathbf{n}}$ where $S$ is the surface of the loop and $\hat{\mathbf{n}}$ its normal oriented according to the right hand rule with reference to the direction of the current in the loop. The maximum effective height of a loop is therefore $h_{\max }=k S$. Substituting the latter in (5.104) along with $D=3 / 2$, one has, for a circular loop of radius a the following radiation resistance

$$
\begin{equation*}
R_{\mathrm{rad}}^{\mathrm{loop}}=\frac{\eta \pi}{6}\left(\frac{2 \pi a}{\lambda}\right)^{4} \tag{5.105}
\end{equation*}
$$

It is interesting to compare this expression with the one in (5.22) relevant to the radiation resistance of a short dipole of length $l$, which also can be found by using (5.4) with $h_{\max }=l / 2$. The result is

$$
\begin{equation*}
\frac{R_{\mathrm{rad}}^{\mathrm{loop}}}{R_{\mathrm{rad}}^{\mathrm{dip}}}=\frac{(2 \pi a / \lambda)^{4}}{(l / \lambda)^{2}} \tag{5.106}
\end{equation*}
$$

If the length of the dipole is equal to the perimeter of the loop $(l=2 \pi a)$, this ratio becomes equal to $(l / \lambda)^{2} \ll 1$. This means that the radiation resistance is much higher of the dipole than of the loop. This also implies that it is much easier to match a short dipole to $50 \Omega$ than a loop of the same conductor length.

### 5.7 Exercises to Chapter 5

1. Crossed dipoles above ground: Consider the same two dipoles as in Exercise 4.3, but assume now that both of them are located a distance $h=\lambda / 4$ above a ground plane that coincides with the $x y$-plane. Derive the radiation field and the expression for the co- and cross-polar radiation patterns. What is now the level of the first cross-polar sidelobe relative to the co-polar maximum?
2. Scattering from matched dipole: Consider a plane wave with E-field amplitude $E_{0}$ incident on a half-wave dipole which is terminated ideally by a conjugate matched load. Find the expression for the received power and an expression for the induced current on the half-wave dipole. Find also an expression for the far-field scattered by the induced current. What is the ratio between the scattered and received power? Explain.
3. Directivities of two-element dipole array: Consider two short dipoles which are located parallel with each other with a spacing $s \ll \lambda$. Write down the expression for the far-field function when both dipoles are excited with the same amplitude and phase. What is the directivity compared to a single short dipole in free space? Locate the same two dipoles colinearly (i.e, along the same line) with a spacing $s$, and with the same in-phase excitation. Use the result of Section 5.1.11 to find an expression for the directivity. Compared with a simple dipole, how much more is the directivity for a long spacing $s$ (in dB )? Explain the difference from Fig. 5.13.
4. Infinitesimal loop over ground plane: Derive the far-field function of a horizontal infinitesimal loop antenna when it is located a height $h$ over a metal ground plane. Sketch the pattern when $h=\lambda / 4$ and $h=\lambda / 2$.
5. Infinitesimal loop in ground plane: Consider two coaxial cables which are connected to two close and small holes in a metal ground plane. The shield of each cable has metal contact with the ground plane, and the center conductor passes through the hole. The two center conductors are connected on the upper side of the ground plane to form a half circular loop. Derive the expression for the far-field function.
6. Resonant loop: Consider a resonant horizontal loop antenna which is RHC polarized in free space. Derive the far-field function by assuming $a \ll \lambda$ when evaluating the integral in (4.77). Find the co-polar RHC and cross-polar LHC radiation patterns and sketch them.
7. Resonant loop over ground plane: Consider the resonant loop in the previous exercise. Derive the far-field function, find the co- and cross-polar radiation patterns and sketch them when the loop is located at heights $h=\lambda / 4$ and $h=\lambda / 2$ over a PEC ground plane.
8. Longitudinal slots: Consider two longitudinal slots spaced a distance $\lambda_{g} / 2$ along a rectangular waveguide where, $\lambda_{g}$ is the guide wavelength. Assume that both slots are excited with equal amplitude, and the phase of the excitation of the first slot is 0 .
a) Derive an expression for the far-field function when both slots are located on the same side of the center line of the waveguide. Where is the main lobe direction?
b) Derive the expression for the far-field function when the slots are located on opposite sides of the center line of the waveguide. Where is now the main lobe direction?
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## Chapter 6

## Microstrip antennas and spectral domain methods

Microstrip antennas are made of patterns like strips, patches and slots which are etched out in metal films on dielectric plates (substrates). These plates are most often grounded by a metal film on the opposite side. Microstrip antennas are popular because they are cheap to manufacture and in particular to mass produce. They are alternatives to dipole and slot antennas in many applications. The microstrip antenna is shorter than half a wavelength, depending on the permittivity of the dielectric substrate. Microstrip antennas are often used in linear or planar arrays.

During the two decades 1985-2005 a lot of research was directed towards developing the spectral domain theories for analysis of microstrip antennas, and several commercial software packages are now available.

Microstrip antennas can be excited in several ways as shown in Fig. 6.1. They can be probe-fed by a coaxial probe coming up through the ground plane. This feeding is normally used when the dielectric substrate is thin, giving only a few percent bandwidth. Another alternative is to feed the patch directly from a microstrip line. Then, the feed network and the patch radiators can be etched out on the same substrate, and there is no need for soldering and making holes in the substrate. This reduces manufacturing cost, but the bandwidth is still narrow. Microstrip antennas have significant ohmic losses due to the substrate. There will also be undesired radiation from the feed lines which may destroy the polarization purity and increase the sidelobe level. The aperture-coupled patch overcomes the disadvantages of the probe- and line-fed patches. In this case there is a metal plane between the patches and the feed lines which prevents the latter from radiating, and the patches are excited through apertures in this plane. The bandwidth can be as large as $30 \%$ if the upper substrate is thick (close to $\lambda / 4$ ) and made of low permittivity material. This will also reduce the ohmic losses in the substrate. The upper substrate may even be removed and the patch instead suspended by a thin dielectric film. A problem with the aperture- coupled patch is a significant back radiation from the slot itself, so an additional rear shield may be needed. With a rear shield the slot may couple to parallel plate modes between the two metal planes, which may cause problems with undesired resonances in the feed line layer.


Figure 6.1: Examples of excitation methods for microstrip patch antennas. Probe-fed line-fed and aperture-coupled.

The radiating patches can have all kinds of shapes. They can be rectangular or in circular shape, and with slots in them, parasitic strips, truncated corners, tuning stubs etc. If the patch and its excitation has two planes of symmetry, the antenna will radiate linear polarization, independent of from which side it is fed. We may use asymmetric patches or excitations to create circular polarization from one single feed point. The patch can also be provided with two different feed lines or probes in order to radiate dual polarization. Broadband circular polarization can be obtained by locating four patches in a quadratic subarray and excite them sequentially with $90^{\circ}$ phase shifts. There may be two or more patches stacked on top of each other in order to create dual- or multi-band performance. There exist an enormous number of possible configurations with different characteristics and many of them have already been investigated.

We will in this book describe two different analysis methods for microstrip antennas, the transmission line model and the spectral domain method. The former is simple and valid for rectangular patches on thin substrates. The latter is very accurate for all geometries provided the ground plane and the substrate are large enough that the effects of their finite widths ${ }^{1}$ can be neglected. We will only present numerical results by using the transmission line model, as the spectral domain approach requires faster computational tools than Matlab. There exist several commercial CAD programs for design of microstrip antennas based on the Method of Moments and the spectral domain approach.

### 6.1 Transmission line model for rectangular patch

We will first present the simple transmission line model for a rectangular patch. In this model the patch is considered as a short microstrip transmission line which is open at both ends, except at the feed point where a narrower microstrip feed line or a coaxial probe is connected. A microstrip transmission line is often described approximately by a planar-waveguide model with perfectly conducting magnetic walls (Fig. 6.2). The width $w$ of the microstrip line and the relative permittivity $\varepsilon_{r}$ of the substrate are then replaced by an effective width $w_{\text {eff }}$ and an effective relative permittivity $\varepsilon_{\mathrm{eff}}$, so that the characteristic impedance $Z_{k}$, propagation constant $\beta=2 \pi / \lambda_{g}$ and guide wavelength $\lambda_{g}$ can be calculated by using the planar- waveguide

[^80]

Figure 6.2: Planar-waveguide model for a microstrip line. (a) Cross section of microstrip line. (b) Cross section of planar-waveguide model with magnetic side walls.
formulas

$$
\begin{equation*}
Z_{k}=\frac{\eta}{\sqrt{\varepsilon_{\mathrm{eff}}}} \cdot \frac{h}{w_{\mathrm{eff}}}, \quad \beta=\sqrt{\varepsilon_{\mathrm{eff}}} k \quad \text { and } \quad \lambda_{g}=\frac{\lambda}{\sqrt{\varepsilon_{\mathrm{eff}}}} \tag{6.1}
\end{equation*}
$$

where $\eta=377 \Omega$ is the free space wave impedance, and $k=2 \pi / \lambda$ is the wavenumber in free space. The formulas for the effective width and permittivity are based on some early and initially quasi-static approximations [1] which are improved by empirical curve-fitting [3]. The formulas are today most easily found in Chapter 10 in [4]. For infinitely thin microstrip lines they are:

$$
\begin{align*}
& w_{\text {eff }}=\frac{2 \pi h}{\ln \left\{\frac{h F}{w}+\sqrt{1+\left(\frac{2 h}{w}\right)^{2}}\right\}},  \tag{6.2}\\
& \text { with } \quad F=6+(2 \pi-6) e^{\left(-\frac{4 \pi^{2}}{3}\right)\left(\frac{h}{w}\right)^{3 / 4}} \\
& \text { and } \quad \varepsilon_{\text {eff }}=\frac{\left(\varepsilon_{r}+1\right)}{2}+\frac{\left(\varepsilon_{r}-1\right)}{2 \sqrt{1+(10 h / w)}}, \tag{6.3}
\end{align*}
$$

where $h$ is the substrate height, $w$ is the patch width and $\varepsilon_{r}$ is the relative permittivity of the substrate. The latter effective permittivity formula is somewhat simplified compared to that given in [4], but is still accurate for dimensions that give useful impedance values. The characteristic impedance and the relative guide wavelength are plotted in Fig. 6.3 ${ }^{2}$.

The open ends of the transmission line cause strong reflections, so the area under the patch resembles a cavity. This is resonant when the patch length $l$ is about $\lambda_{g} / 2$. Maximum radiation appears when the patch is resonant. The patch length $l$ is in reality slightly shorter than $\lambda_{g} / 2$ at resonance, due to the fringing fields at the edges of the patch. The larger the height of the substrate is, the stronger these fields are. It is convenient to define an equivalent length at resonance by $l_{\mathrm{eq}}=l+2 \Delta l=\lambda_{g} / 2$. For $l_{\mathrm{eq}}=\lambda_{g} / 2$, the fields under the patch can be
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Figure 6.3: *Characteristics of microstrip line as a function of w/h. (a) Characteristic impedance. (b) Relative guide wavelength $\lambda_{g} / \lambda$.
approximated by those of the resonant microstrip line, i.e., by the sum of one forward and one backward propagating wave with unity reflection coefficient at the ends, i.e., at $y^{\prime}=0$ and $y^{\prime}=l_{\text {eq }}$. This gives

$$
\begin{aligned}
\mathbf{E} & =E_{0} e^{-j \beta y^{\prime}} \hat{\mathbf{z}}+E_{0} e^{-j \beta l_{\mathrm{eq}}} e^{j \beta\left(y^{\prime}-l_{\mathrm{eq}}\right)} \hat{\mathbf{z}} \\
\left(\eta_{0} / \sqrt{\varepsilon_{\mathrm{eff}}}\right) \mathbf{H} & =E_{0} e^{-j \beta y^{\prime}} \hat{\mathbf{x}}-E_{0} e^{-j \beta l_{\mathrm{eq}}} e^{j \beta\left(y^{\prime}-l_{\mathrm{eq}}\right)} \hat{\mathbf{x}}
\end{aligned}
$$

where the first term on the right side represents the forward wave, and the second the backward wave. We see that $\mathbf{E} \cdot \hat{\mathbf{z}}= \pm 2 E_{0}$ at the open ends of $y^{\prime}=0$ and $y^{\prime}=l_{\text {eq }}$ since by definition $\beta l_{\text {eq }}=\pi$. By combining the two terms we get for the fields under the patch

$$
\begin{align*}
\mathbf{E} & =2 E_{0} \cos \left(\beta y^{\prime}\right) \hat{\mathbf{z}} \\
\left(\eta_{0} / \sqrt{\varepsilon_{\mathrm{eff}}}\right) \mathbf{H} & =-j 2 E_{0} \sin \left(\beta y^{\prime}\right) \hat{\mathbf{x}} \tag{6.4}
\end{align*}
$$

for $0<y^{\prime}<l_{\text {eq }}$ and $-w_{\text {eff }} / 2<x<w_{\text {eff }} / 2$. This cavity field is a valid approximation of the actual field, in spite of the fact that it apparently predicts zero H -field at the open ends of the line. In reality the H -field will have a finite value there in order to give non-zero radiated power. Furthermore, to be more accurate, expression (6.4) also provides non-zero H-field in the aperture if we evaluate the H -field at the physical edges of the patch, i.e., at $y^{\prime}=\Delta l$ and $y^{\prime}=l_{\text {eq }}-\Delta l$.

### 6.1.1 Radiation pattern by two-slot model

We may generate a convenient model for the radiation pattern by replacing the open walls of the above cavity by equivalent currents and thereafter filling the cavity with metal. This gives a magnetic current density around the patch aperture as shown in Fig. 6.4 with $\mathbf{M}=\mathbf{E} \times \hat{\mathbf{n}}$, where $\hat{\mathbf{n}}= \pm \hat{\mathbf{y}}$ at the walls at $y^{\prime}=l_{\text {eq }}$ and $y^{\prime}=0$, and at the walls at $x^{\prime}= \pm w / 2$. We may multiply $\mathbf{M}$ with the height $h$ of the aperture to get line currents $\mathbf{M}_{l}$. Then,

$$
\begin{equation*}
\mathbf{M}_{l}^{ \pm}=2 E_{0} h \hat{\mathbf{x}}, \quad \text { at } y^{\prime}=0 \text { and } y^{\prime}=l_{\mathrm{eq}} \tag{6.5}
\end{equation*}
$$

for $-w / 2<x^{\prime}<w / 2$ and

$$
\begin{equation*}
\mathbf{M}_{l}^{ \pm}= \pm 2 E_{0} h \cos \left(\beta y^{\prime}\right) \hat{\mathbf{y}}, \quad \text { at } x^{\prime}= \pm w / 2 \tag{6.6}
\end{equation*}
$$

for $0<y^{\prime}<l_{\text {eq }}$. The latter magnetic currents in $\hat{\mathbf{y}}$ direction will not radiate much because they change direction along the edge and have opposite directions at the two opposite edges ${ }^{3}$. The former $x$-directed currents add constructively and represent a plausible model for the radiation pattern of a patch on a thin substrate. When the substrate is very thin we may even neglect the substrate and remove the ground plane by imaging, which gives the following far-field function for $z>0$

$$
\begin{gather*}
\mathbf{G}(\hat{\mathbf{r}})=C_{k}(\hat{\mathbf{x}} \times \hat{\mathbf{r}}) I_{M}\left[1+e^{j k l_{\mathrm{eq}} \hat{\mathbf{y}} \cdot \hat{\mathbf{r}}}\right]  \tag{6.7}\\
\text { with } \quad I_{M}=\int_{-w_{\mathrm{eff}} / 2}^{w_{\mathrm{eff}} / 2} 4 E_{0} h e^{j k x^{\prime}(\hat{\mathbf{x}} \cdot \hat{\mathbf{r}})} d x^{\prime} . \tag{6.8}
\end{gather*}
$$

Thus, a microstrip antenna on a thin substrate radiates in the same way as two in-phase slots (equivalent magnetic currents) in an infinite ground plane. The field distribution is uniform along the slot in contrast to the cosine distribution of the slots treated in Chapter 4. However, all these slots are short, so the different field distributions do not cause significant differences between the radiation patterns in H-plane. The E-plane radiation pattern is shown in Fig. 6.5 ${ }^{\star}$. The equivalent length of a patch, which is $l_{\text {eq }}=\lambda_{g} / 2$, is significantly smaller than $\lambda / 2$ for practical substrates for which $\varepsilon_{r}>2.1$. The two slots modeling the microstrip antenna are so close that their combined E-plane pattern shows a significant level of radiation along the substrate, except when the substrate is missing (suspended patch) or has a permittivity close to unity (foam). Then, the spacing between the two slots is approximately half the free space wavelength, and we get a null in the direction along the substrate. Thus, in most cases a microstrip element radiates strongly along the ground plane in E-plane in the same way as a waveguide slot antenna does.

### 6.1.2 Impedance by transmission line model

We will now use the transmission line model to determine the impedance of the line-fed patch. The equivalent circuit is shown in Fig. 6.6. The $G$ and $B$ represent the radiation conductance and capacitive susceptance of each of the magnetic currents (i.e., slots), $Y_{c}=1 / Z_{c}$ is the characteristic admittance of the microstrip line formed by the patch (see (6.1)), and $Z_{\text {in }}$ is the input impedance. The current sources $Y_{12} V_{1}$ and $Y_{21} V_{2}$ are due to the external mutual
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Figure 6.4: Illustration of E-field under the patch as obtained by the transmission line model (upper and lower left), equivalent magnetic currents around the patch (middle), and simplified radiation field model (right).
coupling between the slots. The values of $G$ and $B$ can be calculated from the self-reaction integral of a single radiating slot, and the mutual admittances from the mutual reaction between them ${ }^{4}$. The $G$ can also be calculated by integrating the radiation pattern of one slot, and $B$ can be found from the empirical formula for an equivalent length reduction $\Delta l$ according to [5]:

$$
\begin{align*}
B & =\beta \Delta l Y_{c} \\
\text { with } \quad \Delta l & =h \cdot 0.412\left(\frac{\varepsilon_{e}+0.300}{\varepsilon_{e}-0.258}\right)\left(\frac{(w / h)+0.262}{(w / h)+0.813}\right) .
\end{align*}
$$

We will instead calculate the real part of the overall radiation conductance $G_{\text {in }}=\Re\left(1 / Z_{\text {in }}\right)$ directly at resonance by using the far-field function in (6.7) to evaluate the total radiated power $P_{\mathrm{rad}}$ and thereafter find $G_{\mathrm{in}}$ from

$$
\begin{equation*}
P_{\mathrm{rad}}=\frac{1}{2} G_{\mathrm{in}} V_{1}^{2} . \tag{6.10}
\end{equation*}
$$

The result for the radiation resistance $R_{\text {in }}=1 / G_{\text {in }}$ is shown in Fig. 6.7a* ${ }^{\star}$. The corresponding resonant length calculated from

$$
\begin{equation*}
l_{r}=\frac{\lambda_{g}}{2}-2 \Delta l \tag{6.11}
\end{equation*}
$$

by using (6.9), is shown in Fig. $6.7 \mathrm{~b}^{\star}$. The radiation resistance obtained by integrating the radiation pattern is very accurate. For most of the measured cases in [6] it gives a better value than a rigorous Method of Moments solution of the patch [7]-[8]. The resonance frequency is less accurate.
Let us now simplify and approximate the equivalent circuit in Fig. 6.6 by using

$$
\begin{equation*}
G=\frac{1}{2} G_{\mathrm{in}}, \quad B=\beta \Delta l Y_{c} \quad \text { and } \quad Y_{12}=0 \tag{6.12}
\end{equation*}
$$
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Figure 6.5: ${ }^{\star}$ Radiation patterns of patch antennas with different lengths based on the very thin substrate model. $\lambda$ is the free space wavelength. (a) In E-plane for different $l_{\text {eq }}$. (b) Co- and cross-polar contour patterns for $l_{\mathrm{eq}}=0.375 \lambda$. This corresponds to $l_{\mathrm{eq}}=\lambda_{g} / 2$ when $\varepsilon_{e}=1.78$.


Figure 6.6: Line-fed patch and its equivalent circuit.

The first relation is valid at resonance ${ }^{5}$, if we consider $G$ to include even the real part of $Y_{12} V_{1}$ (or $Y_{21} V_{2}$ ). In reality the approximation $Y_{12}=0$ corresponds to $\Im\left(Y_{12}\right)=0$. We can now make a Matlab program of the equivalent circuit, if we also make use of the impedance transformation formulas in Section 2.6.5. Fig. 6.8 shows the input impedance calculated in this way for a few different dimensions ${ }^{\star}$. The Matlab program can be used for parametric studies of variations in permittivity, substrate thickness and patch width. The method is only valid for thin substrates for which $h \ll w$. Still, it gives a good physical picture of the radiation mechanism.

The results are approximately valid also for probe-fed patches, if the probe is attached to the edge of the patch. We can also easily modify the equivalent circuit to account for a probe which is attached somewhere else along the center line of the patch. This is left as an exercise. See also Subsection 6.2.2. It is also possible to extend the equivalent circuit to the cases when the patch is excited for circular or dual linear polarizations, which is left as an exercise.

### 6.2 Self-reaction model for patch impedance

We have already introduced an equivalent circuit of the rectangular patch antenna. We now show how the patch impedance can be found directly by a numerical procedure. This procedure is readily extended to a complete Method of Moments solution for the currents on the patch and excitation probe. We consider the line-fed patch in Fig. 6.9a. We choose to model the line excitation as an ideal voltage source connected to the edge of the patch at the same point where the microstrip line is connected. We further illustrate how to calculate the impedance of the patch at this feed point. Having this, we can find the reflection coefficient on the microstrip line by using the characteristic impedance of the line. Here we limit the analysis to a single rectangular patch for which the current distribution is known quite accurately. We treat the line-fed patch, but the model for a probe-fed patch is almost identical, which will be explained at the end of the section.

The feed line can be included in the analysis by connecting the ideal excitation voltage to the feed line at its input terminal instead of the edge of the patch. The calculation approach will then be similar to what we explain below, where we solve the resulting integral equation by the Method of Moments in order to find the current distribution on the patch. However, if the feed line is included in the Method of Moments, we also need to include basis functions for the expansion of the current on the line.

Let us assume that the width of the microstrip line is narrow compared to the patch width, and that the line provides an excitation voltage at the center of the edge of the patch. We assume that this voltage is provided by an E-field $-E_{0} \hat{\mathbf{z}}$ between the edge and the ground, where $V_{0}=E_{0} h$ with $h$ the height of the patch over the ground (Fig. 6.9b). Let us now introduce an imaginary infinitely thin vertical cylindrical surface with circular cross section between the ground plane and the excitation point on the patch. The tangential E-field at this surface is $E_{0} \hat{\mathbf{z}}$, so we may use the PEC equivalent to replace the imaginary surface by a vertical PEC probe with a magnetic current tube $\mathbf{M}=-E_{0} \hat{\mathbf{z}} \times \hat{\boldsymbol{\rho}}=-E_{0} \hat{\boldsymbol{\varphi}}$ around it (Fig. 6.9c). We have now generated a new field problem with a probe, that is completely equivalent to
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Figure 6.7: ${ }^{*}$ Design parameters for rectangular patch antenna on substrates with different relative permittivity $\varepsilon_{r}$. (a) Radiation resistance at the resonance frequency. (b) Length of patch at resonance.


Figure 6.8: *Resistive ( $R$ ) and reactive ( $X$ ) part of input impedance of line-fed rectangular microstrip patch antenna for two patches on different substrates The patch widths are in both cases $w=0.4 \lambda . R$ and $X$ are plotted as a function of the patch length $l$ relative to its resonant length.


Figure 6.9: Development of the electromagnetic analysis model of a line-fed patch which is located a height $h$ over ground.
the original problem. Nevertheless, both are suffering from the initial approximation that the E-field is $\mathbf{E}=-E_{0} \hat{\mathbf{z}}$ between the feed point and the ground. The probe has been introduced with the sole purpose of creating a convenient analysis model, and for this reason we refer to it as the analysis probe. The impedance of the patch can be calculated through $V_{0} / I_{z}$ with $I_{z}$ the current on the vertical analysis probe (Fig. 6.9d).

### 6.2.1 Expansion of current distribution and Method of Moments

We will now approximate the current distribution on the patch and the equivalent probe by basis functions. From the discussion in the previous subsection we may expect the current distribution on the patch to be $\mathbf{J}\left(x^{\prime}, y^{\prime}\right)=I_{p} \sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}$. The vertical analysis probe is short and connected to the patch, so we approximate the probe current by one rectangular basis function, i.e., $I(z) \hat{\mathbf{z}}=I_{z} \hat{\mathbf{z}}$. These two current distribution choices do not satisfy current continuity at $y^{\prime}=0$ where the probe is connected. But, pulse basis functions always give discontinuities in the current representation, so we accept this. All in all, the model is widely accepted and has proven to give good results.

We can now formulate the boundary conditions. The total E-field (due to $\mathbf{M}, I_{z}$ and $I_{p}$ ) is zero at the patch and at the surface of the probe, i.e., $\mathbf{E}_{M}(\mathbf{r})+\mathbf{E}_{I z}(\mathbf{r})+\mathbf{E}_{I p}(\mathbf{r})=0$. Let us separate the constants $V_{0}, I_{z}$ and $I_{p}$ from the E-fields and express the above equation as

$$
\begin{equation*}
V_{0} \mathbf{E}_{m}(\mathbf{r})+I_{z} \mathbf{E}_{i_{z}}(\mathbf{r})+I_{p} \mathbf{E}_{i_{p}}(\mathbf{r})=0 \tag{6.13}
\end{equation*}
$$

where $\mathbf{E}_{m}(\mathbf{r})$ is the E-field due to the normalized magnetic current tube $\mathbf{m}=-(1 / h) \hat{\boldsymbol{\varphi}}, \mathbf{E}_{i_{z}}$ is the E-field due to a unit electric current on the probe, and $\mathbf{E}_{i_{p}}$ is due to a normalized electric current distribution $\sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}$ on the patch.

Eq. (6.13) represents an integral equation which we need to solve for the two unknowns $I_{p}$ and $I_{z}$ in terms of $V_{0}$. We have already expanded the currents in basis functions, so we choose to test them by using $\sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}$ as weighting function over the patch and a constant $\hat{\mathbf{z}}$ as weighting function over the probe (Galerkin's method). Consequently, we arrive at

$$
\begin{equation*}
V_{0}\left\langle\mathbf{E}_{m}(\mathbf{r}), \sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}\right\rangle+I_{z}\left\langle\mathbf{E}_{i_{z}}(\mathbf{r}), \sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}\right\rangle+I_{p}\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}\right\rangle=0, \tag{6.14}
\end{equation*}
$$

where $\langle\mathbf{E}, \mathbf{J}\rangle$ denote reaction integrals over the current distributions on the patch, as defined in Section 4.5.1, and

$$
\begin{equation*}
V_{0}\left\langle\mathbf{E}_{m}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle+I_{z}\left\langle\mathbf{E}_{i_{z}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle+I_{p}\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle=0, \tag{6.15}
\end{equation*}
$$

where the reactions integrals are taken along the probe. We highly prefer to avoid field calculation due to sources along the $z$-direction, because in such cases the field matching at the planar substrate boundaries become complicated. Therefore, we use reciprocity to do the following replacements in (6.14)

$$
\begin{align*}
& \left\langle\mathbf{E}_{m}(\mathbf{r}), \sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}\right\rangle=\left\langle\mathbf{H}_{i_{p}}(\mathbf{r}), \mathbf{m}\right\rangle=\left\langle\mathbf{H}_{i_{p}}(\mathbf{r}),-\frac{1}{\eta} \hat{\varphi}\right\rangle=0,  \tag{6.16}\\
& \left\langle\mathbf{E}_{i_{z}}(\mathbf{r}), \sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}\right\rangle=\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle
\end{align*}
$$

where $\mathbf{H}_{i_{p}}(\mathbf{r})$ is the field due to the electric source $\sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}$ evaluated at the surface of the magnetic current tube. By letting the diameter of the probe tend to zero, the reaction
between $\mathbf{H}_{i_{p}}(\mathbf{r})$ and $\hat{\varphi}$ around the cylindrical surface of the analysis probe is zero. Using (6.16) we obtain the following two equations for determining $I_{p}$ and $I_{z}$ as a function of $V_{0}$ :

$$
\begin{align*}
& C_{11} I_{p}+C_{12} I_{z}=C_{13}  \tag{6.17}\\
& C_{21} I_{p}+C_{22} I_{z}=C_{23}
\end{align*}
$$

with

$$
\begin{array}{ll}
C_{11}=\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}\right\rangle & C_{21}=\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle \\
C_{12}=\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle & C_{22}=\left\langle\mathbf{E}_{i_{z}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle  \tag{6.18}\\
C_{13}=0 & C_{23}=-V_{0}\left\langle\mathbf{E}_{m}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle .
\end{array}
$$

In order to calculate $C_{23}$ we need to evaluate the E-field due to a magnetic current cylinder at the axis of the cylinder and integrate this along the length of the cylinder. The magnetic current cylinder was originally constructed to make the vertical electric field zero inside the cylinder when it was located in a uniform electric field $E_{0} \hat{\mathbf{z}}$. Therefore, the field inside the magnetic cylinder when there is no external field must be $V_{0} \mathbf{E}_{m}(\mathbf{r})=-E_{0} \hat{\mathbf{z}}$, so

$$
\begin{equation*}
V_{0}\left\langle\mathbf{E}_{m}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle=-V_{0} . \tag{6.19}
\end{equation*}
$$

We can calculate $I_{p}$ and $I_{z}$ from (6.17) and arrive at finally the patch impedance formula given in the next subsection.

### 6.2.2 Impedance of line-fed patches

The formula for the impedance of the line-fed patch which results from the derivations in the previous subsection is

$$
\begin{equation*}
Z_{\mathrm{pch}}=\frac{V_{0}}{I_{z}}=-\frac{\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle^{2}}{\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}\right\rangle}+\left\langle\mathbf{E}_{i_{z}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle \tag{6.20}
\end{equation*}
$$

This can be evaluated numerically if the Green's function of the grounded substrate is known, see Section 6.3. The evaluations are rather laborious, in particular if the source extends in $z$-direction as in $\left\langle\mathbf{E}_{i_{z}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle$, which represents the self-impedance of the analysis probe.

We may simplify (6.20) by introducing

$$
\begin{equation*}
Z_{\mathrm{dp}}=-\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}\right\rangle \tag{6.21}
\end{equation*}
$$

because the normalized self-reaction of the patch current is the "dipole over ground" impedance we would see across a feed gap at the middle of the patch ${ }^{6}$. This can be seen comparing the present derivations with those for the impedance of electric dipoles. If we also make use of the fact that the E-field under the patch varies sinusoidally according to (6.4), we can introduce the approximation

$$
\begin{equation*}
\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle=2 E_{0} h / I_{p}=V_{0} / I_{p}=Z_{c}, \tag{6.22}
\end{equation*}
$$

where $h$ is the height of the patch above the ground and $Z_{c}=1 / Y_{c}$ is the characteristic impedance in (6.1) of the microstrip line forming the patch. We can simplify (6.20) even further by neglecting the self-reaction of the equivalent or actual feed probe (in the case of
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\[

$$
\begin{equation*}
Z_{\mathrm{pch}}=\frac{V_{0}}{I_{z}}=\frac{Z_{c}^{2}}{Z_{\mathrm{dp}}} \tag{6.23}
\end{equation*}
$$

\]

Thus, the impedance of an edge-fed patch is proportional to the inverse of the impedance of a center-fed flat dipole of the same width and on the same substrate if the current distributions of the two cases are the same. In order to feed the patch like a dipole we must make a feed gap or slot across the patch at its center, and feed it across the gap with a balun ${ }^{7}$.

### 6.2.3 Impedance of probe-fed patches

The equation for the probe-fed patch will be exactly the same, except that the voltage $V_{0}$ is applied between the center conductor and the shield in the coaxial opening in the ground plane (Fig. 6.10). Therefore, the magnetic ring current will be distributed over the plane coaxial opening instead of around the probe which was the case for the line-fed patch, and we will need to numerically evaluate the distribution of $\mathbf{E}_{m}(\mathbf{r})$ (due to the magnetic ring current) along the probe and thereafter the reaction $\left\langle\mathbf{E}_{m}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle$. This reaction is now different from unity, which was for the line-fed patch case (see (6.19)). Taking this into account, and solving (6.17), we arrive at the following general impedance formula for the probe-fed patch:

$$
\begin{equation*}
Z_{\mathrm{pch}}=\left\{-\frac{\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle^{2}}{\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \sin \left(\pi y^{\prime} / l\right) \hat{\mathbf{y}}\right\rangle}+\left\langle\mathbf{E}_{i_{z}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle\right\} \cdot \frac{1}{\left\langle\mathbf{E}_{m}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle} \tag{6.24}
\end{equation*}
$$

If we move the probe to another location $y_{\text {prb }}$ along the patch, (6.22) will change according to the variation of the patch current at the point where the probe is connected, i.e., according to

$$
\begin{equation*}
\left\langle\mathbf{E}_{i_{p}}(\mathbf{r}), \hat{\mathbf{z}}\right\rangle=Z_{c} \cos \left(\beta y_{\mathrm{prb}}\right) . \tag{6.25}
\end{equation*}
$$

If we do similar approximations for the probe-fed patch rendering (6.23) for the line-fed patch, we achieve a simplified impedance formula

$$
\begin{equation*}
Z_{\mathrm{pch}}=\frac{\left\{Z_{c} \cos \left(\beta y_{\mathrm{prb}}\right)\right\}^{2}}{Z_{\mathrm{dp}}} \tag{6.26}
\end{equation*}
$$

Thus, the patch impedance can be tuned by varying the position of the probe. The impedance is zero when the probe is located at the center of the patch for which $y_{\mathrm{prb}}=l_{\mathrm{eq}} / 2=\lambda_{g} / 4$. In order to see a finite impedance $Z_{\mathrm{dp}}$ at the center, we must provide a feed gap with help of a balun between the coaxial opening and the two "dipole" arms ${ }^{8}$.
If we limit the analysis to a so-called suspended patch it is possible to provide results from (6.23) and (6.26) without performing a complete spectral domain analysis. This means that the patch is suspended on a thin film or similar (or by the feed probe) at a given height $h$ over the ground plane, in a way that there is an air gap between the patch and the ground plane. Then, the relative permittivity of the "substrate" in the above models is unity, and we can numerically evaluate the self-reaction of the sinusoidal patch current by using the near-field algorithm in Section 4.7.2, together with imaging.
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Figure 6.10: Probe-fed patch and its electromagnetic analysis model.

### 6.3 Spectral domain methods

The reaction formulas for the patch impedance in the previous section are valid for patches on dielectric substrates. However, we then need to evaluate the field in the presence of the dielectric material. Any multi-layer substrate can be included in the analysis by using the spectral domain method. In this method the effect of the finite lateral extents of the substrate and the ground plane are neglected. The spectral domain method is commonly referred to as a "full-wave" method because all waves (i.e., the whole spectrum of waves) are included without approximations.

Here we briefly explain the spectral domain method by using the current sheet model as described in [11]. This model is not so common but it has the advantages of a simple mathematical formulation and physically interpretable spectral domain solutions (Fig. 6.11).

The spectral domain method is strongly related to the theory of plane apertures in the sense that the three-dimensional (3D) source distributions (such as e.g., the electric currents on the patch) are Fourier transformed in two dimensions. After the Fourier transformation we interpret the spectral domain sources in the spatial domain as current sheets. Then we solve the multi-layer problem as a harmonic one-dimensional (1D) field problem, i.e., a field problem with known harmonic variations along the uniform directions of the structure and with boundary conditions applied only in the direction normal to the structure layers. Thus, the spectral domain method can also be referred to as an approach by which the multi-layer field problem is solved by using a spectrum of 1D solutions, i.e., by a spectrum of plane waves.

We illustrate the spectral domain method by using a rectangular patch which is fed by a discrete voltage source $V_{0}$ at the edge and is located on a grounded single-layer substrate with low permittivity ( $\varepsilon_{r} \approx 1$ ). Nevertheless, the method is readily extendable to multiple layers of actual substrates, aperture coupling, and other patch shapes.

### 6.3.1 3D field problem

We use the physical equivalent to replace the rectangular metal patch by an induced electric current $\mathbf{J}\left(x^{\prime}, y^{\prime}\right)$ (Fig. 6.11a). Then, we may express the field radiated by $\mathbf{J}\left(x^{\prime}, y^{\prime}\right)$ as

$$
\begin{equation*}
\mathbf{E}_{S}(x, y, z)=\iint_{S} \mathbf{J}\left(x^{\prime}, y^{\prime}\right) \cdot \overline{\mathbf{G}}\left(x-x^{\prime}, y-y^{\prime}, z\right) d x^{\prime} d y^{\prime} \tag{6.27}
\end{equation*}
$$

where $\overline{\mathbf{G}}(x, y, z)$ is the Green's function of the layered grounded substrate, i.e., the E-field due to an incremental current source located at $x^{\prime}=0, y^{\prime}=0$ at the surface $z=0$ of the substrate. The following boundary condition must be satisfied at the surface $S$ of the patch:

$$
\begin{equation*}
\left[\mathbf{E}_{S}(\mathbf{r})+\mathbf{E}_{i}(\mathbf{r})\right]_{\tan }=0, \tag{6.28}
\end{equation*}
$$

where $\mathbf{E}_{i}(\mathbf{r})$ is the incident E-field due to the excitation, i.e., in our case the discrete voltage source $V_{0}$. If $\overline{\mathbf{G}}(x, y, z)$ is known, expressions in (6.28) with (6.27) define an integral equation for determination of the current distribution $\mathbf{J}\left(x^{\prime}, y^{\prime}\right)$. This is commonly solved by the Method of Moments. We will now illustrate how to determine $\overline{\mathbf{G}}(x, y, z)$ by Fourier transformation techniques.

### 6.3.2 Harmonic 1D field problem

We introduce the two-dimensional Fourier transform of the current distribution, as,

$$
\begin{equation*}
\tilde{\mathbf{J}}\left(k_{x}, k_{y}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathbf{J}\left(x^{\prime}, y^{\prime}\right) e^{j k_{x} x^{\prime}} e^{j k_{y} y^{\prime}} d x^{\prime} d y^{\prime} \tag{6.29}
\end{equation*}
$$

The inverse transform

$$
\begin{equation*}
\mathbf{J}\left(x^{\prime}, y^{\prime}\right)=\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{\mathbf{J}}\left(k_{x}, k_{y}\right) e^{-j k_{x} x^{\prime}} e^{-j k_{y} y^{\prime}} d k_{x} d k_{y} \tag{6.30}
\end{equation*}
$$

can be interpreted as a superposition of a spectrum of differential sources of the form

$$
\begin{equation*}
\Delta \tilde{\mathbf{J}}\left(k_{x}, k_{y}\right)=\left(\frac{1}{2 \pi}\right)^{2} \tilde{\mathbf{J}}\left(k_{x}, k_{y}\right) e^{-j k_{x} x^{\prime}} e^{-j k_{y} y^{\prime}} \Delta k_{x} \Delta k_{y} . \tag{6.31}
\end{equation*}
$$

For each value of $k_{x}$ and $k_{y}$, these sources can be interpreted as current sheets located at $z=0$, with an infinite extent in the $x y$-plane and with a given uniform harmonic variation in the $x$ - and $y$-directions.

In this way the 3D field problem has been reduced to a superposition of harmonic 1D field problems, where each harmonic 1D field problem consists of a harmonic current sheet on top of a planar grounded substrate (Fig. 6.11b). The solutions to the harmonic 1D field problems can be constructed in terms of plane waves. The fields in all layers of the structure must have the same harmonic $x$ - and $y$-variations as the current sheet in order to satisfy the boundary conditions at each material interface. We may express the solution of the harmonic 1D field problem as

$$
\begin{equation*}
\tilde{\mathbf{E}}_{S}\left(k_{x}, k_{y}, z\right) e^{-j k_{x} x} e^{-j k_{y} y}=\tilde{\mathbf{J}}\left(k_{x}, k_{y}\right) \cdot \tilde{\mathbf{G}}\left(k_{x}, k_{y}, z\right) e^{-j k_{x} x} e^{-j k_{y} y} \tag{6.3.3}
\end{equation*}
$$

where $\tilde{\mathbf{G}}\left(k_{x}, k_{y}, z\right)$ is the Green's functions of the harmonic 1D field problem. From the convolution theorem, in the theory of Fourier transforms, this is related to the Green's function in (6.27) by

$$
\begin{equation*}
\overline{\mathbf{G}}(x, y, z)=\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{\tilde{\mathbf{G}}}\left(k_{x}, k_{y}, z\right) e^{-j k_{x} x} e^{-j k_{y} y} d k_{x} d k_{y} \tag{6.33}
\end{equation*}
$$

The 3D E-field is normally determined by the Method of Moments as follows. $\mathbf{J}(x, y)$ is expanded in basis functions $\mathbf{B}_{n}(x, y)$ according to

$$
\begin{equation*}
\mathbf{J}(x, y)=\sum b_{n} \mathbf{B}_{n}(x, y) \tag{6.34}
\end{equation*}
$$

where $b_{n}$ are the unknown coefficients to be determined. Each basis function is Fourier transformed to a current sheet, and the corresponding harmonic 1D E-field is found from (6.32) by using the known expressions for the Green's function. This E-field is tested over the patch by using the same testing functions as basis functions (i.e., Galerkin's method), and the result for each basis function is inverse transformed to the space domain. Thereafter, the unknown coefficients of the basis function expansions are solved by applying the boundary condition in (6.28). When $\mathbf{J}(x, y)$ is found, $\tilde{\mathbf{E}}(x, y, z)$ can be expressed in terms of $\tilde{\mathbf{J}}\left(k_{x}, k_{y}\right)$ by using (6.32). Afterwards, we obtain the 3D field solution by the inverse Fourier transform

$$
\begin{equation*}
\mathbf{E}(x, y, z)=\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{\mathbf{E}}\left(k_{x}, k_{y}, z\right) e^{-j k_{x} x} e^{-j k_{y} y} d k_{x} d k_{y} \tag{6.35}
\end{equation*}
$$

The integrands of both (6.33) and (6.35) have simple analytic forms only for single layer substrates (see next subsection). Even for this simplest single layer case, the inverse transform is complicated to numerically evaluate, because the integration boundaries extend to infinity.

### 6.3.3 Green's function of harmonic 1D field problem

The E-field due to an electric current sheet located at $z=0$ in free space (so that $k=2 \pi / \lambda$ with $\lambda$ the wavelength in free space) is given by

$$
\begin{gather*}
\tilde{\mathbf{E}}_{0} e^{-j k_{x} x} e^{-j k_{y} y}= \begin{cases}-\frac{k}{2 k_{z}}\left[\eta \tilde{\mathbf{J}}-\left(\eta \tilde{\mathbf{J}} \cdot \hat{\mathbf{k}}^{p}\right) \hat{\mathbf{k}}^{p}\right] e^{-j k\left(\hat{\mathbf{k}}^{p} \cdot \mathbf{r}\right)} & \text { for } z>0 \\
-\frac{k}{2 k_{z}}\left[\eta \mathbf{J}-\left(\eta \tilde{\mathbf{J}} \cdot \hat{\mathbf{k}}^{m}\right) \hat{\mathbf{k}}^{m}\right] e^{-j k\left(\hat{\mathbf{k}}^{m} \cdot \mathbf{r}\right)} & \text { for } z<0\end{cases}  \tag{6.36}\\
\text { with } \quad \begin{array}{l}
\tilde{\mathbf{E}}_{0}=\tilde{\mathbf{E}}_{0}\left(k_{x}, k_{y}, z, \tilde{\mathbf{J}}\right), \quad \tilde{\mathbf{J}}=\tilde{\mathbf{J}}\left(k_{x}, k_{y}\right), \quad \mathbf{r}=x \hat{\mathbf{x}}+y \hat{\mathbf{y}}+z \hat{\mathbf{z}}, \\
\hat{\mathbf{k}}^{p}=\left(k_{x} \hat{\mathbf{x}}+k_{y} \hat{\mathbf{y}}+k_{z} \hat{\mathbf{z}}\right) / k \quad \text { and } \quad \hat{\mathbf{k}}^{m}=\left(k_{x} \hat{\mathbf{x}}+k_{y} \hat{\mathbf{y}}-k_{z} \hat{\mathbf{z}}\right) / k, \\
k_{z}=\sqrt{k^{2}-k_{x}^{2}-k_{y}^{2}} \quad \text { when } \quad k_{x}^{2}+k_{y}^{2}<k^{2} \\
\text { and } \quad k_{z}=-j \sqrt{k_{x}^{2}+k_{y}^{2}-k^{2}} \quad \text { when } \quad k_{x}^{2}+k_{y}^{2}>k^{2}
\end{array} .
\end{gather*}
$$

Eq. (6.36) represents the Green's function of the harmonic 1D field problem if we let $\tilde{\mathbf{J}}\left(k_{x}, k_{y}\right)$ be a unit current sheet. The current sheet corresponds to a point source in the 1D field problem for determining the $z$-variation. The $z$-component of the E-field in (6.36) has a discontinuity across the current sheet. The corresponding H -field has a discontinuity equal

(a) Original 3D field problem with unknown electric current $\mathbf{J}(x, y)$.

(b) Harmonic 1D spectral domain problem illustrated in spatial domain with current sheet source.

(c) Radiation from current sheet in free space
(i.e. Green's function of harmonic 1D field problem).

$$
\begin{aligned}
& z=0 \text { source current sheet } \\
& z=-h \varepsilon_{r}=1 \\
& z=-2 h \text { image plane (ground) } \\
& \text { image current sheet }
\end{aligned}
$$

(d) Imaging of current sheet in metal ground plane. The field solution is valid in the source region $z>-h$, and it is zero below $z=-h$.

Figure 6.11: Illustration of spectral domain analysis of microstrip patch antenna.
to $\tilde{\mathbf{J}}$ in its tangential component, in order to satisfy the boundary condition at the current sheet, see (4.14) in Section 4.1.2.
The E-field in (6.36) is expressed in a form which is easily interpretable. We see that the solution represents two plane waves propagating away from the current sheet: one in the direction $\hat{\mathbf{k}}^{p}$ in the region $z>0$ above the sheet ${ }^{9}$, and the other in the direction $\hat{\mathbf{k}}^{m}$ in the region $z<0$ below the sheet ${ }^{10}$. See Fig. 6.11c.
When the current sheet is located above a ground plane which is at $z=-h$, the E-field becomes (Fig. 6.11d)

$$
\begin{align*}
& \tilde{\mathbf{E}}\left(k_{x}, k_{y}, z\right) e^{-j k_{x} x} e^{-j k_{y} y} \\
& =\left(\tilde{\mathbf{E}}_{0}\left(k_{x}, k_{y}, z, \tilde{\mathbf{J}}\right) e^{-j k_{x} x} e^{-j k_{y} y}+\tilde{\mathbf{E}}_{0}\left(k_{x}, k_{y}, z+2 h, \tilde{\mathbf{J}}_{\mathrm{img}}\right) e^{-j k_{x} x} e^{-j k_{y} y}\right) \tag{6.37}
\end{align*}
$$

where the first term is obtained from (6.36) for $z>-h$ (i.e., above the ground plane), and the second is due to the image current sheet. It is obtained from (6.36) by using the argument $z+2 h$ instead of $z$ and replacing $\tilde{\mathbf{J}}$ by the image current $\tilde{\mathbf{J}}_{\mathrm{img}}=-\mathbf{J}$. The spectral domain solution for an actual multi-layer substrate can also be expressed in terms of plane waves, but the expressions are too complex to be included here. A method for calculating the spectral domain solution is described in [11].

### 6.3.4 Numerical implementation

The numerical implementation of the formulas in Subsections 6.3 .1 to 6.3 .3 is complicated. The reason for the problems is that the boundaries of the inverse integrals in (6.33) and (6.35) extend to infinity. When $k_{x}^{2}+k_{y}^{2}>k^{2}$, there will be singularities in the field solutions, and these can be interpreted as surface waves inside the substrate and needs special numerical treatment.
Several commercial and semi-commercial computer programs exist for analysis of microstrip antennas by the spectral domain approach.

### 6.4 Further reading

The number of papers on microstrip antenna theory and design is so large that it is impossible to give a list here. A few important books and articles are listed below in references [4] and [12]-[28]. The dual-slot model for the radiation impedance can be found in [9].

### 6.5 Complementary comments by S. Maci

In a conventional Galerkin's method, the entries of the impedance matrix of co-planar basis functions (i.e., basis function on the same substrate layer) are calculated through the convolution between basis functions $\mathbf{B}_{n}(\mathbf{r})=\mathbf{F}_{n}(\mathbf{r})$ and the Green's functions $\overline{\mathbf{G}}$ of the problem ${ }^{11}$,

[^87]followed by an integral testing with the test function $\mathbf{W}_{m}(\mathbf{r})=\mathbf{F}_{m}(\mathbf{r})$
\[

$$
\begin{equation*}
Z_{n m}=\iint \mathbf{F}_{m}(\mathbf{r}) \cdot\left[\iint \overline{\mathbf{G}}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \cdot \mathbf{F}_{n}\left(\mathbf{r}^{\prime}\right) d S^{\prime}\right] d S, \quad n, m=0,1,2, \ldots \tag{6.38}
\end{equation*}
$$

\]

where $\mathbf{r}(x, y)$ denotes the space domain variable. The impedance representation (6.38) is valid only if the Green's function presents a shift-invariant form, namely when no boundary conditions are imposed in the $x y$-plane. This representation consists of 4 interlaced integrals. In multilayer dielectric problems with interfaces in the $x y$-plane, the Green's function is known in closed form only in the spectral domain. Thus, calculating directly (6.38) requires the numerical evaluation of the space Green's function $\overline{\mathbf{G}}(\mathbf{r})$ through inverse Fourier transformation of the spectral domain Green's function $\tilde{\mathbf{G}}(\mathbf{k})$, namely

$$
\begin{equation*}
\overline{\mathbf{G}}(\mathbf{r})=\frac{1}{(2 \pi)^{2}} \iint \tilde{\mathbf{G}}(\mathbf{k}) e^{-j \mathbf{k} \cdot \mathbf{r}} d k_{x} d k_{y} \tag{6.39}
\end{equation*}
$$

where $\mathbf{k}\left(k_{x}, k_{y}\right)$ represents the spectral variable associate with $\mathbf{r}(x, y)$. Eq. (6.39) can be expressed as a spectral domain Sommerfeld integral [29], [31] of the following kind

$$
\begin{equation*}
G(\mathbf{r}) \equiv G_{0}(\rho)=\int_{0}^{\infty} G_{0}\left(k_{\rho}\right) J_{0}\left(k_{\rho} \rho\right) k_{\rho} d k_{\rho} \tag{6.40}
\end{equation*}
$$

where $\rho$ is the radial distance from the point source. These type of integrals are also encountered in many other EM problems.

Whenever the basis and test functions are very small in terms of wavelengths, using e.g., the Rao Wilton Glisson (RWG) basis functions [31], there is needed only a few points within the basis function domains to evaluate the integral (6.38). However, since the dyadic Green's function of the fields is hyper-singular at the source point, the Mixed Potential Integral Equation (MPIE) approach have to be used for treating the self-reaction [32] ${ }^{12}$.
The spectral Domain approach described in this book, can also be seen as an alternative way to formulate the matrix entries in conventional Galerkin MoM. In fact, the Eq. (6.38) can also be seen as an inverse Fourier transform of the product of the Fourier transforms of $F$ and $G$ in (6.38) [33]-[36], i.e.,

$$
\begin{equation*}
Z_{n m}=\iint \tilde{\mathbf{F}}_{m}(\mathbf{k}) \cdot \tilde{\mathbf{G}}(\mathbf{k}) \cdot \tilde{\mathbf{F}}_{n}(-\mathbf{k}) e^{-j \mathbf{k} \cdot \Delta \mathbf{r}} d k_{x} d k_{y} \tag{6.41}
\end{equation*}
$$

where $\tilde{\mathbf{F}}_{m}(\mathbf{k})$ denote Fourier Transforms of $\tilde{\mathbf{F}}_{m}(\mathbf{r})$ and $\Delta \mathbf{r}=(\Delta x, \Delta y)$ is the distance between the origins of the reference systems in which the Fourier transforms of the basis and test functions are calculated. The importance of (6.39) in formulating MoM for patch antennas is due to the fact that the spectral Green's function is known in analytic form for single-layer substrates.

Despite the fact that (6.39) requires only 2 integrals, the space formulation in (6.38) is today more used that (6.39) in commercial software for planar antennas. The reason is essentially that it can treat structures of more arbitrary planar geometry, which renders the space domain approach more flexible. However, spectral domain is still used for simple shapes since it is very fast and easy to formulate. In the following, the advantages and disadvantages of the two approaches when applied to patch antenna problems are discussed.

The advantages of spectral domain SD are:

[^88]- There is no need to pre-calculate the Green's function, whose spectrum $\tilde{\mathbf{G}}(\mathbf{k})$ is available in closed form.
- It is simple to implement due to the direct use of EFIE (Electric Field Integral Equation) without need of MPIE.
- It is possible to use entire domain basis functions for simple shapes with reduction of number of unknown.
- It is possible to obtain simple expressions for the mutual coupling between patches by using single basis functions shaped as a modal solution for the patch current.

The limitation or difficulties of SD are:

- It is not applicable when the Green's function is not shift-invariant, like for instance when treating vertical ( $z$-directed) metallization.
- The basis functions should have closed form Fourier-spectra, otherwise there will be large computational effort for the numerical evaluation of the Fourier transforms.
- Small-domain basis functions like RWG are useful for complex geometries, but they contain a large spectral bandwidth so the integration of (6.39) converges very slowly.
- The representation in (6.39) oscillates fast and hence converges slowly when the separation between basis and test functions are large.

The advantages of the space domain are:

- It is convenient to use the small domain basis functions because the reaction integral converges fast.
- It is possible to re-use space-domain numerical codes developed for free-space problems.

The difficulties of the space domain approaches are:

- There is a need for preprocessing for calculation of the spatial domain Green's functions.
- There is a need for extracting space singularities, but these methods are available from using MPIE for conventional space domain MoM.

We note that the main difficulty of the space-domain approach is concerning with the precalculation of the mixed potentials Green's function.

- Numerical integration: Traditionally, integration along the real axis combined with pole extraction techniques and averaging methods has been employed, leading to very efficient algorithms [37]. Other methods consists of the extraction of the asymptotic value for $k_{\rho}$ :

$$
\begin{equation*}
G_{0}(\rho)=\int_{0}^{\infty}\left[G_{0}\left(k_{\rho}\right)-G_{\infty}\left(k_{\rho}\right)\right] J_{0}\left(k_{\rho} \rho\right) k_{\rho} d k_{\rho}+\int_{0}^{\infty} G_{\infty}\left(k_{\rho}\right) J_{0}\left(k_{\rho} \rho\right) k_{\rho} d k_{\rho} \tag{6.42}
\end{equation*}
$$

The regularizing function $G_{\infty}\left(k_{\rho}\right)$ can be chosen as the limit of $G\left(k_{\rho}\right)$ for small $\omega$, ensuring that the last integral can evaluated in closed form. The latter represents the quasi-static value of the Green's function. The regularized first integral in (6.42) converges rapidly, and its convergence can be improved by deforming the real- $k_{\rho}$ integration into a complex-variable contour [38].

Other related methods are listed below:

- Complex exponential expansion: The Green's function is expanded in terms of complex
exponentials by the Generalized Pencil of Function (GPOF) method [39]-[41]

$$
G(\rho) \approx \int_{0}^{\infty}\left[\sum_{i=1}^{N} b_{i} \frac{e^{-j \alpha_{i} \sqrt{k^{2}-k_{\rho}^{2}}}}{\sqrt{k^{2}-k_{\rho}^{2}}}\right] J_{0}\left(k_{\rho} \rho\right) k_{\rho} d k_{\rho}
$$

where $\alpha_{i}$ are complex coefficient with $\Im \alpha_{i}<0$. The closed form can be obtained from integrating it term by term by using the Sommerfeld identity,

$$
\frac{e^{-j k \sqrt{\alpha^{2}+\rho^{2}}}}{\sqrt{\alpha^{2}+\rho^{2}}}=\frac{1}{2 \pi j} \int_{0}^{\infty} e^{-j \alpha \sqrt{k^{2}-k_{\rho}^{2}}} \frac{J_{0}\left(k_{\rho} \rho\right)}{\sqrt{k^{2}-k_{\rho}^{2}}} k_{\rho} d k_{\rho}
$$

This leads to a rapidly converging summation of spherical waves originating from a complex point (phase center). More details on these complex point-source are given in Section 7.8.

- Complex-pole expansions: The spectral Green's function is expanded in complex-pole terms through an algorithm called Vect-Fit [42] and [44];

$$
G(\rho) \approx \int_{0}^{\infty}\left[\sum_{i=1}^{N} \frac{R_{n}}{k_{\rho}^{2}-\beta_{n}^{2}}\right] J_{0}\left(k_{\rho} \rho\right) k_{\rho} d k_{\rho} .
$$

The closed form can be obtained by integrating it term by term using the identity

$$
H_{0}^{(2)}(\beta \rho)=\frac{2 j}{\pi} \int_{0}^{\infty} \frac{1}{k_{\rho}^{2}-\beta^{2}} J_{0}\left(k_{\rho} \rho\right) k_{\rho} d k_{\rho} .
$$

The final result is given in terms of cylindrical waves propagating with complex wavenumbers $\beta_{n}$. This method is often applied in combination with GPOF, thus leading to a combination of complex point sources waves and cylindrical waves.

- Uniform asymptotic evaluation: This method makes use of a deformation of the integration contour into a contour called "Steepest Descent Path" [45]-[46]. This method is valid when the observer is one wavelengths from the source point. It has the advantage to extract physical contributions in the form

$$
G(\rho) \approx G_{\mathrm{sp}}(\rho)+G_{\mathrm{sw}}(\rho),
$$

where $G_{\mathrm{sp}}(\rho)$ is the space wave contribution, and $G_{\mathrm{sw}}(\rho)$ is the surface wave contribution. When inserted into the reaction integral in (6.38) and extended to an entire patch area, the asymptotic formula provides the surface wave contribution of the coupling, which is the dominant one for large separation and small losses.
The SD method is also often used to study periodic multilayer printed structures excited by a phased field of type $e^{j \mathbf{r} \cdot \mathbf{k}_{0}}$. Applications are found in the analysis of planar patch arrays, Frequency Selective Surfaces (FSS), and printed metasurfaces. For periodic structures the Floquet theorem [47] ensures that the field can be expanded in terms of plane waves $e^{j \mathbf{r} \cdot \mathbf{k}_{p q}}$, with

$$
\mathbf{k}_{p q}=\mathbf{k}_{0}+\frac{2 \pi}{d_{x}} p \hat{\mathbf{x}}+\frac{2 \pi}{d_{y}} q \hat{\mathbf{y}} .
$$

The numerical dimension of the problem is reduced to a single periodic cell. In fact, the unknown current $J_{0}(\mathbf{r})$ in the cell centered at $\mathbf{r}=\mathbf{r}_{0}$ and the current $J_{l}(\mathbf{r})$ centered at $\mathbf{r}=\mathbf{r}_{l}$ satisfies the phase-shift condition

$$
J_{l}(\mathbf{r})=J_{0}(\mathbf{r}) e^{-j\left(\mathbf{r}_{l}-\mathbf{r}_{0}\right) \cdot \mathbf{k}_{0}}
$$

The SD MoM can be adapted to this periodic case by using the Poisson Summation Formula [48]; thus, reducing the MoM matrix entries to a sampling of the integral in (6.39) at the spectral points $\mathbf{k}_{p q}$; i.e,

$$
\begin{equation*}
Z_{n m}=\sum_{p q} \tilde{\mathbf{F}}_{m}\left(\mathbf{k}_{p q}\right) \cdot \tilde{\mathbf{G}}\left(\mathbf{k}_{p q}\right) \cdot \tilde{\mathbf{F}}_{n}\left(-\mathbf{k}_{p q}\right) . \tag{6.43}
\end{equation*}
$$

The above expression represents the reaction integral between the test currents and the field radiated by the infinite periodic distribution of basis function currents centered at points

$$
\mathbf{r}_{n m}^{s t}=s d_{x} \hat{\mathbf{x}}+t d_{y} \hat{\mathbf{y}}+\mathbf{r}_{n m}, \quad s, t=0, \pm 1, \pm 2, \ldots,
$$

and phased by $e^{j \mathbf{r}_{s t} \cdot \mathbf{k}_{0}}$. Several techniques have been presented in the literature to speed up this series, see [49]-[52].
There are two practical cases that should be distinguished in such type of formalism. The first one is relevant to plane wave incidence (often used for FSS or receiving arrays). In this case $\mathbf{k}_{0}$ is imposed by the excitation, and the objective is to find the surface currents on the metallic elements, the scattered field or the voltages at the array input ports. The second case is relevant to the determination of the modes supported by the structures. In the latter, the excitation is not imposed and $\mathbf{k}_{0}$ is the unknown of the problem. The dispersion equations of the surface or leaky modes $\mathbf{k}_{0}=\mathbf{k}_{0}(\omega)$ can for such cases be found by setting the determinant of the MoM matrix equal to zero. This makes it also possible to find the bandgaps of the periodic structure, namely frequency bands where surface wave propagation is forbidden [48]. The microstrip antennas are well suited for being realized on curved geometries, see [53][55].

### 6.6 Exercises

1. Transmission line model: Find the total radiated power of an incremental magnetic current on a ground plane, and use this to derive an expression for the conductance $G$ of the edge slot when the width $w$ of the slot is very small. Compare them with the values in Fig. 6.7.
2. Radiation pattern: An expression for the far-field function of rectangular microstrip patch antennas is given in Section 6.1.1. It is derived under the assumption of a very thin substrate. Write out this expression as an analytic formula in terms of $\theta$ and $\varphi$ in a coordinate system with $z$-axis normal to the patch. Sketch the radiation patterns in the E- and H-planes when the relative permittivity of the substrate is 2.54 . What is the level in dB of the radiation along the ground plane relative to the level at broadside?
3. Probe-excitation in transmission line model (with Matlab): The equivalent circuit in Fig. 6.6 can also be used for probe-excited patches, if the probe is connected to the edge of the patch. Modify this equivalent circuit to account for a probe which is attached to the interior of the patch. This is often done in order to tune the impedance. Implement this change in the Matlab code for Fig. 6.8 and study how the input impedance varies with distance between the edge and the probe. Does the variation agree with (6.26)?
4. Circular polarization with transmission line model (with Matlab): We can excite a single rectangular patch for radiation of circular polarization in the following way. The patch must be nearly quadratic, so that the resonance frequencies of the two orthogonal transmission lines formed by the patch will be nearly equal. We attach the probe to the patch unsymmetrically, e.g., along the diagonal of the patch, in a way that both the two orthogonal resonances are excited. Then, the patch will radiate circular polarization if the two orthogonal lengths of the patch are adjusted in a way that the impedances of the two orthogonal modes, seen at the probe, are in quadrature. Try to find the equivalent circuit for such a patch. Develop a Matlab program based on this equivalent circuit, and try to tune the two lengths in a way that the radiated polarization will be circular.
5. See the exercises about arrays of microstrip antennas in Chapter 10.
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## Chapter 7

## Radiation from apertures

We have already analyzed radiation from small apertures (slots) in Chapter 4. In this chapter we treat apertures more systematically and generalize the theory to all kinds of apertures, as appearing in different antennas. The actual aperture antenna is radiating from openings in metal surfaces. Examples are open-ended rectangular and circular waveguides, slots in waveguide walls, and horn antennas, as shown in Fig. 7.1. The reflector and lens antennas in Fig. 7.2 are normally also called aperture antennas, although they do not radiate through physical openings or apertures. Instead, the structures look more like complementary apertures. However, the field problem to be solved is the same as that of actual aperture antennas, in the following sense: on a surface enclosing the antenna the fields are to a good approximation confined within a limited region defined by the rim of the mechanical structure. These fields are referred to as the aperture field. The surface containing the aperture field can be plane or curved. Sometimes it is advantageous to let it coincide with the desired or expected wavefront of the aperture field.

Antenna arrays are also often said to have apertures (Fig. 7.3). In an array of open waveguides the aperture is defined by the whole radiating surface of the antenna. For an array of more concentrated elements, such as dipoles, the array aperture is defined in a similar way by considering its rim to be located one half element spacing outside the center of the edge elements.

We will first explain how to calculate radiation from apertures in PECs (Section 7.1) and thereafter we will show how to use the Huygens equivalent to analyze both actual and complementary apertures (Section 7.2). The theory is thereafter confined to plane apertures (Section 7.3) and applied to apertures of rectangular (Section 7.4) and circular (Section 7.5) shape. Also, some microstrip antennas can be treated approximately as aperture antennas ${ }^{1}$.

Finally, we will consider a Gaussian aperture distribution (see Section 7.6). This represents a very important analytical form of the aperture distribution, because both the near- and farfield radiation integrals have analytical solutions, and the resulting near-fields and far-fields take Gaussian shapes as well. Indeed, the Gaussian beam can be transformed analytically by the same analytic expression from the aperture to any field point in the near or far-field
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Figure 7.1: Examples of antennas with actual apertures.


Figure 7.2: Examples of antenna arrays with apertures.


Figure 7.3: Examples of antennas with complementary apertures.


Figure 7.4: Illustration of different actual apertures in PECs and convenient choices of aperture surfaces.
region. This property makes the Gaussian beam very useful for studying general diffraction phenomena in the near-field and far-field regions.

### 7.1 Apertures in PECs

The actual aperture antennas radiate from holes or openings in metal surfaces. The term aperture is used both to denote the hole itself and the virtual surface over which we describe the aperture fields. For convenience this virtual surface is chosen in a way that simplifies the analysis. This often means that it is chosen to take the form that the metal surface would have without the hole, in such a way that the aperture surface becomes conformal with this metal surface. Some actual apertures are shown in Fig. 7.4. The first is a rectangular plane aperture in a large ground plane. The second is a rotationally symmetric horn antenna. In this case we may select either a plane aperture surface, or a spherical one with its centre of curvature in the apex of the horn. Both these apertures have the same circular rim. The spherical aperture follows the expected phase-front of the aperture field, which is preferable. The plane aperture is advantageous in analytical work, since some radiation integrals for the plane case can be solved analytically, or they can be simplified to a universal form which can be easily scaled with antenna size. The two apertures in Fig. 7.4c are openings in a circular cylinder; In this case, choosing a cylindrical aperture surface conformal with the circular cylinder facilitates the analysis.


Figure 7.5: The PEC equivalent of actual aperture antenna of arbitrary type and of horn antenna.

### 7.1.1 PECs of arbitrary shape

After the aperture surface has been defined, the metal parts are assumed to be PECs, and the aperture theory is developed by using the PEC equivalent introduced in Section 4.3.1, as follows (see Fig. 7.5a):

1. Assume an approximate tangential E-field $\mathbf{E}_{a}$ over the aperture. This assumption is often based on an investigation of the dominant waveguide mode that can propagate in the inner structure leading to the aperture.
2. Introduce the equivalent magnetic current $\mathbf{M}_{a}=\mathbf{E}_{a} \times \hat{\mathbf{n}}_{a}$, where $\hat{\mathbf{n}}_{a}$ is the outward directed normal to the aperture surface.
3. Fill the volume inside the aperture with PEC.
4. Calculate the induced electric currents $\mathbf{J}_{S}$ on the PECs caused by the sources $\mathbf{M}_{a}$. This can generally be done, e.g., by the Method of Moments.
5. Calculate the radiation fields from $\mathbf{M}_{a}$ and $\mathbf{J}_{S}$ in free space.

This method is very accurate if the assumed form of $\mathbf{E}_{a}$ is accurate. The calculated fields are valid everywhere except inside the surface of the PEC in the equivalent problem, such as, e.g., inside the horn antenna in Fig. 7.5b. Note that we can improve both the accuracy and the complexity of the results by moving the aperture from the opening of the horn to the opening of the waveguide feeding it, and accordingly perform step 4 on the whole horn flare. This approach closely resembles the Method of Moments approach explained in Section 8.1.6.

### 7.1.2 Infinite PEC planes

It is very laborious to do the calculations in step 4 of the previous subsection if the outer structure is complex, such as for horn antennas. However, for apertures in large ground

(a) The equivalent problem with $\mathbf{M}_{a}=\mathbf{E}_{a} \times \hat{\mathbf{n}}$

(b) Resulting problem after imaging: $2 \mathbf{M}_{a}$ radiating in free space. Solution valid for $z>0$.

Figure 7.6: The PEC equivalent of an aperture in an infinite ground plane and the resulting feed problem after imaging.
planes we may simplify both steps 4 and 5 considerably by using imaging, as follows (see Fig. 7.6):

1. Assume that the PEC ground plane is infinite in extent and remove it by using imaging, corresponding to replacing $\mathbf{M}_{a}$ on the PEC by $2 \mathbf{M}_{a}$ radiating in free space.
2. Calculate the radiation from $2 \mathbf{M}_{a}$ in free space.

Note that this solution is only valid on the lit side of the plane PEC, i.e., on the side where the magnetic sources are. On the shadow side the fields of the PEC equivalent are zero. In the real problem the latter fields will be given from the form of the propagating modes inside the antenna, that generates the aperture field.

The radiation field is now obtained directly from (4.48), (4.50) and (4.52) to be

$$
\begin{array}{cc}
\mathbf{E}(\hat{\mathbf{r}})=\frac{1}{r} e^{-j k r} \mathbf{G}(\hat{\mathbf{r}}) ; & \mathbf{G}(\hat{\mathbf{r}})=2 C_{k} \mathbf{I}_{M}(\hat{\mathbf{r}}) \times \hat{\mathbf{r}} \\
\text { where } & \mathbf{I}_{M}(\hat{\mathbf{r}})=\iint_{A} \mathbf{M}_{a}\left(\mathbf{r}^{\prime}\right) e^{j k \mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}} d S ; \tag{7.2}
\end{array} \quad \mathbf{M}_{a}\left(\mathbf{r}^{\prime}\right)=\mathbf{E}_{a}\left(\mathbf{r}^{\prime}\right) \times \hat{\mathbf{n}}_{a},
$$

with the incremental source constant is $C_{k}=-j k /(4 \pi)$ as before.

### 7.2 Virtual apertures in free space

By using the equivalence principal we can calculate the radiation field from known tangential E- and H-fields over any actual or virtual surface in space. This fact may be used to construct radiation field solutions originating from a convenient virtual surface around the antenna, over which we are able to find an acceptable approximation for the fields.

For a lens (or reflector) antenna we may choose a virtual plane aperture surface in front of the lens (reflector), enclosing the lens (reflector) and the feed in a virtual cylinder, see Fig. 7.7b(c). The tangential field components can be assumed to be zero everywhere over the virtual cylinder, except inside the circular plane aperture defined by the rim of the lens (reflector). In this area, we may find a good approximation for the fields by using ray


Figure 7.7: Three antennas with different choices of virtual closed surfaces $S$ with free space apertures.


Figure 7.8: Horn antenna with aperture surface coinciding with the wavefront of the aperture field.
techniques. In the calculation of the radiation field the aperture can then be regarded as an aperture in a virtual closed surface, i.e., an aperture in free space.

We may also use the free space aperture approach to analyze some actual aperture antennas, such as horn antennas. Then, we may avoid the complicated Method of Moments approach described before ${ }^{2}$. We may do this in several ways. One way is similar to the case of the lens and reflector apertures, using a virtual plane free space aperture in front of the horn. We may also define a spherical aperture surface as shown in Fig. 7.8a. The rest of the closed surface may be chosen arbitrarily, as we can simply neglect the contribution from it by assuming zero fields there.

### 7.2.1 Free space and Huygens equivalents

When we have chosen the aperture surface, the aperture theory is developed by using the free space equivalent described in Section 4.3.2, as follows:

[^90]1. Assume approximate forms of the tangential E-field $\mathbf{E}_{a}$ and H -field $\mathbf{H}_{a}$ over the aperture in the virtual surface $S$. This assumption is normally based on a study of the fields that propagate from a feed point inside an enclosed surface to the aperture.
2. Assume that the tangential components of both $\mathbf{E}_{a}$ and $\mathbf{H}_{a}$ are zero elsewhere over the closed virtual surface.
3. Introduce the equivalent magnetic current $\mathbf{M}_{a}=\mathbf{E}_{a} \times \mathbf{n}_{a}$ and electric current $\mathbf{J}_{a}=$ $\hat{\mathbf{n}}_{a} \times \mathbf{H}_{a}$ over the aperture, where $\hat{\mathbf{n}}_{a}$ is the outgoing unit vector normal to the aperture.
4. Calculate the radiation field from $\mathbf{J}_{a}$ and $\mathbf{M}_{a}$ in free space.

The calculated fields are valid everywhere except inside the virtual closed surface, which can be chosen arbitrary, yet preferably close to the antenna. The accuracy of the calculated radiation fields depends on the antenna type. For reflectors, lenses and arrays the approach is only accurate close to the main beam, and very inaccurate behind the aperture plane. For horn antennas with large apertures the approach is almost as accurate as the PEC aperture model, and it is much easier to use.

Sometimes we may assume that the E- and H-fields in the aperture are related by the free space wave impedance $\eta$. This is in particular a good approximation if the aperture surface coincides with the wavefront of the aperture fields and the aperture diameter is large in terms of wavelengths. Then we have

$$
\eta \mathbf{H}_{a}=\hat{\mathbf{n}}_{a} \times \mathbf{E}_{a}, \quad \text { and } \quad \mathbf{E}_{a}=-\hat{\mathbf{n}}_{a} \times \eta \mathbf{H}_{a}
$$

This is the basic assumption of the Huygens equivalent, so we refer to it as the Huygens approximation. This gives

$$
\begin{align*}
\eta \mathbf{J}_{a} & =\hat{\mathbf{n}}_{a} \times \eta \mathbf{H}_{a}=-\mathbf{E}_{a},  \tag{7.3}\\
\text { so that } \quad & \mathbf{M}_{a}=\mathbf{E}_{a} \times \hat{\mathbf{n}}_{a}=-\eta \mathbf{J}_{a} \times \hat{\mathbf{n}}_{a} . \tag{7.4}
\end{align*}
$$

We see that $\mathbf{J}_{a}$ and $\mathbf{M}_{a}$ together become the Huygens source in Section 4.4.3 with $\hat{\mathbf{n}}$ equal to $\hat{\mathbf{n}}_{a}$ in (7.4). Therefore, the radiation field can now be expressed by using the free space formulas as follows

$$
\begin{gather*}
\mathbf{E}(\mathbf{r})=\iint_{S} \mathbf{G}_{H}\left(\eta \mathbf{J}_{a}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right) \frac{1}{R} e^{-j k r} d S^{\prime},  \tag{7.5}\\
\mathbf{G}_{H}\left(\eta \mathbf{J}_{a}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right)=C_{k}\left[\eta \mathbf{J}_{a}-\left(\eta \mathbf{J}_{a} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}-\left(\eta \mathbf{J}_{a} \times \hat{\mathbf{n}}_{a}\right) \times \hat{\mathbf{r}}\right], \tag{7.6}
\end{gather*}
$$

$$
\text { where } \quad \mathbf{J}_{a}=\mathbf{J}_{a}(\hat{\mathbf{r}}), \quad R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|, \quad C_{k}=-j k / 4 \pi
$$

and where $\mathbf{G}_{H}\left(\eta \mathbf{J}_{a}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right)$ is the far-field function of the unit Huygens source. These expressions are valid both in the radiating near-field and far-field regions. The simplified far-field expressions become

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\frac{1}{r} e^{-j k r} \mathbf{G}(\hat{\mathbf{r}}) ; \quad \mathbf{G}(\hat{\mathbf{r}})=\iint_{S} \mathbf{G}_{H}\left(\eta \mathbf{J}_{a}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right) e^{j k\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)} d S^{\prime} \tag{7.7}
\end{equation*}
$$

Note that the aperture's normal vector varies over the integration surface $S$, i.e., $\hat{\mathbf{n}}_{a}=\hat{\mathbf{n}}_{a}\left(\mathbf{r}^{\prime}\right)$, except when the aperture surface is plane. Expresion (7.5) - (7.7) are well suited for numerical integration.

### 7.2.2 Plane apertures

If the aperture is plane, $\hat{\mathbf{n}}_{a}$ is constant independent of the source coordinates. Therefore, the far-field function may be expressed as

$$
\begin{equation*}
\mathbf{G}(\hat{\mathbf{r}})=C_{k}\left[\mathbf{I}_{J}-\left(\mathbf{I}_{J} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}-\left(\mathbf{I}_{J} \times \hat{\mathbf{n}}_{a}\right) \times \hat{\mathbf{r}}\right], \tag{7.8}
\end{equation*}
$$

where $\mathbf{I}_{J}$ is the radiation integral

$$
\begin{equation*}
\mathbf{I}_{J}=\iint_{A} \eta \mathbf{J}_{a}\left(\mathbf{r}^{\prime}\right) e^{j k\left(\mathbf{r}^{\prime} \cdot \hat{\mathbf{r}}\right)} d S \tag{7.9}
\end{equation*}
$$

and $C_{k}=-j k /(4 \pi) . \quad \mathbf{G}(\hat{\mathbf{r}})$ in (7.8) may be expressed more compactly by introducing the dyadic Green's function $\overline{\mathbf{G}}_{H}(\hat{\mathbf{r}})$ of the Huygens source. Then,

$$
\begin{equation*}
\mathbf{G}(\hat{\mathbf{r}})=\mathbf{I}_{J} \cdot \overline{\mathbf{G}}_{H}(\hat{\mathbf{r}}), \tag{7.10}
\end{equation*}
$$

where the far-field function $\mathbf{G}_{H}\left(\eta \mathbf{J}_{a}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right)$ in (7.6) for the Huygens source is expressed in terms of the dyadic Green's function $\overline{\mathbf{G}}_{H}(\hat{\mathbf{r}})$ as

$$
\begin{equation*}
\mathbf{G}_{H}\left(\eta \mathbf{J}_{a}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right)=\mathbf{G}_{H}\left(\hat{\mathbf{l}} \eta J_{a}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right)=\eta J_{a} \hat{\mathbf{l}} \cdot \overline{\mathbf{G}}_{H}(\hat{\mathbf{r}}) \tag{7.11}
\end{equation*}
$$

where $\eta \mathbf{J}_{a}=\eta J_{a} \hat{\mathbf{1}}$.
From numerical standpoint, expressions in (7.8) - (7.9) have no particular advantages compared to the more general expressions in (7.5) - (7.6). From analytical point of view, expressions in (7.8) - (7.9) are clearly advantageous as we can reduce the radiation integral to a Fourier transform.

### 7.3 Apertures in $x y$-plane

The equations in Sections 7.1 and 7.2 are quite general and desirable for making general computer programs. We will now simplify the expressions for the case that the aperture is in the $x y$-plane, in order to make the physical interpretation simpler, and in order to see the difference between the PEC and the free space apertures more clearly. Moreover, the aperture integral reduces to a double Fourier transform. This is more easily interpretable than the original integral. It may also have an analytic solution, and it is also faster to evaluate numerically. In this section we assume that the aperture field is given as

$$
\begin{equation*}
\mathbf{E}_{a}\left(\mathbf{r}^{\prime}\right)=E_{a_{x}}\left(x^{\prime}, y^{\prime}\right) \hat{\mathbf{x}}+E_{a_{y}}\left(x^{\prime}, y^{\prime}\right) \hat{\mathbf{y}} ; \quad \mathbf{H}_{a}=\frac{1}{\eta_{a}} \hat{\mathbf{z}} \times \mathbf{E}_{a} \tag{7.12}
\end{equation*}
$$

with the source coordinates $\mathbf{r}^{\prime}=x^{\prime} \hat{\mathbf{x}}+y^{\prime} \hat{\mathbf{y}}$ over the aperture $A$ in Fig. 7.9. This equation for the H -field is based on one of the following two assumptions: either that there is one single waveguide mode present in the aperture where $\eta_{a}$ is the aperture impedance, or, that the aperture is so large in terms of wavelength that $\eta_{a}=\eta=377 \Omega$ the free space wave impedance. In what follows we restrict the analysis to the latter so that the equivalent electric current becomes

$$
\begin{equation*}
\eta \mathbf{J}_{a}=\hat{\mathbf{z}} \times \eta \mathbf{H}_{a}=-\mathbf{E}_{a}\left(\mathbf{r}^{\prime}\right) . \tag{7.13}
\end{equation*}
$$



Figure 7.9: Plane aperture with area $A$ in $x y$-plane.

Now the electric current radiation integral in (7.9) becomes

$$
\begin{equation*}
\mathbf{I}_{J}(\hat{\mathbf{r}})=\tilde{E}_{a_{x}}\left(k_{x}, k_{y}\right)(-\hat{\mathbf{x}})+\tilde{E}_{a_{y}}\left(k_{x}, k_{y}\right)(-\hat{\mathbf{y}}), \tag{7.14}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{E}_{a_{x}}\left(k_{x}, k_{y}\right)=\iint_{A} E_{a_{x}}\left(x^{\prime}, y^{\prime}\right) e^{j\left(k_{x} x^{\prime}+k_{y} y^{\prime}\right)} d x^{\prime} d y^{\prime}  \tag{7.15}\\
& \tilde{E}_{a_{y}}\left(k_{x}, k_{y}\right)=\iint_{A} E_{a_{y}}\left(x^{\prime}, y^{\prime}\right) e^{j\left(k_{x} x^{\prime}+k_{y} y^{\prime}\right)} d x^{\prime} d y^{\prime} \tag{7.16}
\end{align*}
$$

with $k_{x}=k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}$ and $k_{y}=k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}}$. Correspondingly the magnetic current radiation integral in (7.2) becomes

$$
\begin{equation*}
\mathbf{I}_{M}(\hat{\mathbf{r}})=\tilde{E}_{a_{y}}\left(k_{x}, k_{y}\right)(\hat{\mathbf{y}} \times \hat{\mathbf{z}})+\tilde{E}_{a_{x}}\left(k_{x}, k_{y}\right)(\hat{\mathbf{x}} \times \hat{\mathbf{z}}) . \tag{7.17}
\end{equation*}
$$

We see that the radiation integrals have reduced to scalar two-dimensional Fourier transforms. We will in the next two subsections find the form of the far-field functions for this plane aperture case, for both the PEC and Huygens apertures, and we will compare the resulting formulas.

### 7.3.1 PEC aperture and its incremental element factor

The far-field function of the PEC aperture is now obtained from (7.1) and (7.17) to be

$$
\begin{align*}
\mathbf{G}(\hat{\mathbf{r}})= & 2 C_{k}[(\hat{\mathbf{x}} \times \hat{\mathbf{z}}) \times \hat{\mathbf{r}}] \tilde{E}_{a_{x}}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}}) \\
& +2 C_{k}[(\hat{\mathbf{y}} \times \hat{\mathbf{z}}) \times \hat{\mathbf{r}}] \tilde{E}_{a_{y}}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}}) . \tag{7.18}
\end{align*}
$$

We see that each of the two contributions to the far-field function is written as a product of two factors. The first factor is the far-field function of the incremental magnetic current, and the second is the radiation integral over the E-field in the aperture. The latter is expressed as a two-dimensional Fourier transform. Thus, the far-field function of a plane aperture is obtained by Fourier transformation of the aperture field multiplied this by the element factor due to the incremental magnetic current.

We may conveniently introduce the forms of the radiation field of the incremental magnetic current source in polar coordinates as given in the equations and substitute $u=\hat{\mathbf{x}} \cdot \hat{\mathbf{r}}=$
$\sin \theta \cos \varphi$ and $v=\hat{\mathbf{y}} \cdot \hat{\mathbf{r}}=\sin \theta \sin \varphi$, where the $u v$-coordinates were introduced in Section 2.3.6. Then, we obtain,

$$
\begin{align*}
\mathbf{G}(\theta, \varphi)= & -2 C_{k}(\cos \varphi \hat{\boldsymbol{\theta}}-\cos \theta \sin \varphi \hat{\boldsymbol{\varphi}}) \tilde{E}_{a_{x}}(k \sin \theta \cos \varphi, k \sin \theta \sin \varphi) \\
& -2 C_{k}(\sin \varphi \hat{\boldsymbol{\theta}}+\cos \theta \cos \varphi \hat{\boldsymbol{\varphi}}) \tilde{E}_{a y}(k \sin \theta \cos \varphi, k \sin \theta \sin \varphi) . \tag{7.19}
\end{align*}
$$

### 7.3.2 Free space aperture and its incremental element factor

Similarly for the free space aperture, by using (7.8) and (7.14) we obtain

$$
\begin{align*}
\mathbf{G}(\hat{\mathbf{r}})= & -C_{k}[\hat{\mathbf{x}}-(\hat{\mathbf{x}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}-(\hat{\mathbf{x}} \times \hat{\mathbf{z}}) \times \hat{\mathbf{r}}] \tilde{E}_{a_{x}}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}}) \\
& -C_{k}[\hat{\mathbf{y}}-(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}-(\hat{\mathbf{y}} \times \hat{\mathbf{z}}) \times \hat{\mathbf{r}}] \tilde{E}_{a_{y}}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}}), \tag{7.20}
\end{align*}
$$

where $\tilde{E}_{a_{x}}$ and $\tilde{E}_{a_{y}}$ are the same as before. Both terms of this far-field function are also a product of two factors, like in (7.18). However, the incremental element factors in front of $\tilde{E}_{a_{x}}$ and $\tilde{E}_{a_{y}}$ are different. By studying Section 4.4, we recognize them as the free space far-field functions of the incremental Huygens source polarized in negative $x$ - and negative $y$-directions, respectively. Substitution of the expressions for them in polar coordinates gives

$$
\begin{align*}
\mathbf{G}(\theta, \varphi)= & -2 C_{k} \cos ^{2}(\theta / 2)[\cos \varphi \hat{\boldsymbol{\theta}}-\sin \varphi \hat{\boldsymbol{\varphi}}] \tilde{E}_{a_{x}}(k \sin \theta \cos \varphi, k \sin \theta \sin \varphi) \\
& -2 C_{k} \cos ^{2}(\theta / 2)[\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}] \tilde{E}_{a_{y}}(k \sin \theta \cos \varphi, k \sin \theta \sin \varphi) . \tag{7.21}
\end{align*}
$$

By comparing, we see that the only difference between the far-field functions of the PEC and free space aperture models is due to the difference between the far-field functions of the incremental magnetic current source and the Huygens source, respectively.

### 7.3.3 Power integration over aperture and maximum directivity

The total radiated power can be calculated from the power integral defined in equation (2.65) by using

$$
\begin{align*}
\mathbf{G}_{\mathrm{co}}(\theta, \varphi) & =\mathbf{G}(\hat{\mathbf{r}}) \cdot \hat{\mathbf{c o}}^{*}(\theta, \varphi)  \tag{7.22}\\
\mathbf{G}_{\mathrm{xp}}(\theta, \varphi) & =\mathbf{G}(\hat{\mathbf{r}}) \cdot \hat{\mathbf{x}}^{*}(\theta, \varphi) \tag{7.23}
\end{align*}
$$

where $\hat{\mathbf{c o}}^{*}$ and $\hat{\mathbf{x p}}^{*}$ are the unit vectors defining the co- and cross-polar radiation fields. The power integral must be evaluated numerically. This can be difficult and time-consuming when the aperture is large, because both the co- and cross-polar fields will have a lot of sidelobes and may vary with $\varphi$.

However, when the Huygens approximation $\eta \mathbf{H}_{a}=\hat{\mathbf{z}} \times \mathbf{E}_{a}$ is used, the total radiated power $P_{\mathrm{rad}}$ must be equal to the power passing through the aperture surface, so we may write

$$
\begin{equation*}
P_{\mathrm{rad}}=\iint_{A} \frac{1}{2}\left(\mathbf{E}_{a} \times \mathbf{H}_{a}\right) \cdot \hat{\mathbf{n}} d S=\frac{1}{2 \eta} \iint_{A}\left|\mathbf{E}_{a}\right|^{2} d S \tag{7.24}
\end{equation*}
$$

and the so-called power integral defined in Section 2.3 .8 becomes $P=2 \eta P_{\mathrm{rad}}$. This aperture integral is much easier to evaluate than the radiation intensity integral. Also it can often be
evaluated analytically. The directive gain of the aperture becomes

$$
\begin{equation*}
D_{\mathrm{co}}(\theta, \varphi)=\frac{4 \pi\left|\mathbf{G}_{\mathrm{co}}(\theta, \varphi)\right|^{2}}{P} \tag{7.25}
\end{equation*}
$$

The directivity at $\theta=0^{\circ}$ can be obtained from this by using $\mathbf{G}(\hat{\mathbf{r}})$ in (7.18) for the PEC case, or (7.20) for the free space case. The result is the same for both cases and becomes

$$
\begin{equation*}
D_{0}=\frac{4 \pi}{\lambda^{2}}\left|\iint_{A} E_{a_{\mathrm{co}}}\left(x^{\prime}, y^{\prime}\right) d x^{\prime} d y^{\prime}\right|^{2} / \iint_{A}\left[\left|E_{a_{\mathrm{co}}}\left(x^{\prime}, y^{\prime}\right)\right|^{2}+\left|E_{a_{\mathrm{xp}}}\left(x^{\prime}, y^{\prime}\right)\right|^{2}\right] d x^{\prime} d y^{\prime} \tag{7.26}
\end{equation*}
$$

where $E_{a_{\mathrm{co}}}=\mathbf{E}_{a} \cdot \hat{\mathbf{c o}}^{*}(0,0)$ and $E_{a_{\mathrm{xp}}}=\mathbf{E}_{a} \cdot \hat{\mathbf{x}}^{*}(0,0)$. Let us now introduce the mathematical inequality

$$
\left|\iint_{A} f(x, y) g(x, y) d x d y\right|^{2} \leq \iint_{A}|f(x, y)|^{2} d x d y \iint_{A}|g(x, y)|^{2} d x d y
$$

which results from Schwarz inequality [1, Section 16.35]. If we use this with $f(x, y)=E_{a_{\mathrm{co}}}(x, y)$ and $g(x, y)=1$, we find that

$$
\left|\iint_{A} E_{a_{\mathrm{co}}}\left(x^{\prime}, y^{\prime}\right) d x^{\prime} d y^{\prime}\right|^{2} \leq A \iint_{A}\left|E_{a_{\mathrm{co}}}\left(x^{\prime}, y^{\prime}\right)\right|^{2} d x^{\prime} d y^{\prime}
$$

where $A$ is the area of the plane aperture over which $\mathbf{E}_{a}\left(x^{\prime}, y^{\prime}\right)$ is defined. From this and (7.26) it follows that the maximum value of $D_{0}$ appears when $E_{a_{\mathrm{xp}}}=0$ and $E_{a_{\mathrm{co}}}=$ constant over $A$. This maximum is

$$
\begin{equation*}
D_{\max }=\frac{4 \pi}{\lambda^{2}} A \tag{7.27}
\end{equation*}
$$

This is referred to as the maximum available directivity or gain of the antenna, and we used it already in Section 2.5.2 to define the aperture efficiency. Previously, in Section 5.1.5, we showed that the directivity of a short dipole and the maximum effective area on reception is related by the same formula. The latter is actually generally valid for all antennas.

We see from the above that the aperture power integrals are identically the same for PEC apertures and free space apertures, whereas the radiation intensity integrals are not identical as the radiation patterns are not equal. However, for large apertures the values of the two radiation intensity integrals asymptotically approach each other and the value of the aperture power integral. The most accurate result for the power integral is always obtained by integrating the far-field functions, in particular if the aperture diameter is small.
For convenience in the analysis to follow in Sections 7.4 and 7.5 we will omit the incremental element factors, and consider only the Fourier transforms.

### 7.4 Rectangular plane aperture

Rectangular horn antennas and waveguide slots have normally plane rectangular apertures. For such cases the aperture distribution can be ideally linearly polarized in the same direction


Figure 7.10: Rectangular plane aperture in the $x y$-plane.
over the whole aperture (if excited for linear polarization). In addition, the distribution is often separable in $x^{\prime}$ and $y^{\prime}$, according to

$$
\begin{equation*}
\mathbf{E}_{a_{y}}\left(x^{\prime}, y^{\prime}\right)=A\left(x^{\prime}\right) B\left(y^{\prime}\right) \hat{\mathbf{y}} \quad \text { for }\left|x^{\prime}\right|<a / 2,\left|y^{\prime}\right|<b / 2, \tag{7.28}
\end{equation*}
$$

and zero for $\left|x^{\prime}\right|>a / 2$ and $\left|y^{\prime}\right|>b / 2$, where we have assumed $y$-polarization.
The far-field function is given by (7.18) or (7.20) depending on whether the aperture is in a ground plane or in free space. The integrand of $\tilde{E}_{a_{y}}$ is separable, so we can write

$$
\begin{equation*}
\tilde{E}_{a_{y}}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}})=\tilde{A}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}) \tilde{B}(k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}}), \tag{7.29}
\end{equation*}
$$

where $\tilde{A}$ and $\tilde{B}$ are the one-dimensional Fourier transforms of the aperture distributions $A\left(x^{\prime}\right)$ and $B\left(y^{\prime}\right)$, respectively, over the aperture in Fig. 7.10. That is,

$$
\begin{equation*}
\tilde{A}\left(k_{x}\right)=\int_{-\infty}^{\infty} A\left(x^{\prime}\right) e^{j k_{x} x^{\prime}} d x^{\prime} ; \quad \tilde{B}\left(k_{y}\right)=\int_{-\infty}^{\infty} B\left(y^{\prime}\right) e^{j k_{y} y^{\prime}} d y^{\prime} . \tag{7.30}
\end{equation*}
$$

Thus, for a rectangular aperture distribution the radiation pattern will be determined mainly by the product of the Fourier transforms of the aperture distributions in the $x$ - and $y$ directions. In addition there is the incremental element factor of the magnetic dipole or Huygens source, for the PEC and free space apertures, respectively.

### 7.4.1 E- and H-plane patterns

The E-plane patterns become

$$
\begin{align*}
& G_{E}(\theta)=-2 C_{k} \tilde{A}(0) \tilde{B}(k \sin \theta) \hat{\boldsymbol{\theta}},  \tag{7.31}\\
& G_{E}(\theta)=-2 C_{k} \cos ^{2}(\theta / 2) \tilde{A}(0) \tilde{B}(k \sin \theta) \hat{\boldsymbol{\theta}} \tag{7.32}
\end{align*}
$$

for the PEC and free space apertures, respectively, and the H-plane patterns become

$$
\begin{align*}
G_{H}(0) & =-2 C_{k} \cos \theta \tilde{A}(k \sin \theta) \tilde{B}(0) \hat{\boldsymbol{\varphi}}  \tag{7.33}\\
G_{H}(\theta) & =-2 C_{k} \cos ^{2}(\theta / 2) \tilde{A}(k \sin \theta) \tilde{B}(0) \hat{\boldsymbol{\varphi}}, \tag{7.34}
\end{align*}
$$

for the PEC and free space apertures, respectively. We see that the patterns of the PEC and free space apertures are equal, except for the effect of the incremental source, i.e., the free space Green's function.


Figure 7.11: Uniform aperture distribution in rectangular aperture.

### 7.4.2 Directivity and aperture efficiency

For the rectangular aperture the aperture power integral becomes

$$
\begin{equation*}
P=2 \eta P_{\mathrm{rad}} \approx \int_{-a / 2}^{a / 2}\left|A\left(x^{\prime}\right)\right|^{2} d x^{\prime} \int_{-b / 2}^{b / 2}\left|B\left(y^{\prime}\right)\right|^{2} d y^{\prime} \tag{7.35}
\end{equation*}
$$

By which the directivity becomes separable according to

$$
\begin{gather*}
D_{0}=\frac{4 \pi}{\lambda^{2}} a_{\mathrm{eff}} b_{\mathrm{eff}}  \tag{7.36}\\
\text { where } \quad a_{\mathrm{eff}}=\left|\int_{-a / 2}^{a / 2} A\left(x^{\prime}\right) d x^{\prime}\right|^{2} /\left\{\int_{-a / 2}^{a / 2}\left|A\left(x^{\prime}\right)\right|^{2} d x^{\prime}\right\},  \tag{7.37}\\
b_{\mathrm{eff}}=\left|\int_{-b / 2}^{b / 2} B\left(y^{\prime}\right) d y^{\prime}\right|^{2} /\left\{\int_{-b / 2}^{b / 2}\left|B\left(y^{\prime}\right)\right|^{2} d y^{\prime}\right\} \tag{7.38}
\end{gather*}
$$

are effective aperture diameters. In the same way it can be shown that $a_{\text {eff }} \leq a$ and $b_{\text {eff }} \leq b^{3}$. Therefore, we may introduce the aperture area $A=a b$ and write

$$
\begin{equation*}
D_{0}=\frac{4 \pi}{\lambda^{2}} e_{\mathrm{ap}} A ; \quad e_{\mathrm{ap}}=e_{x} e_{y} \tag{7.39}
\end{equation*}
$$

where $e_{\mathrm{ap}} \leq 1$ is the aperture efficiency. This is separable in two terms as shown, where

$$
\begin{equation*}
e_{x}=a_{\mathrm{eff}} / a ; \quad e_{y}=b_{\mathrm{eff}} / b \tag{7.40}
\end{equation*}
$$

### 7.4.3 Uniform aperture distribution

The maximum aperture efficiency $e_{\mathrm{ap}}=1$ and the corresponding maximum directivity appear when the aperture distribution is uniform in both planes as shown in Fig. 7.11, i.e.,

$$
\begin{array}{ll}
A\left(x^{\prime}\right)=1 & \text { for }\left|x^{\prime}\right|<a / 2 \\
B\left(y^{\prime}\right)=1 & \text { for }\left|y^{\prime}\right|<b / 2 \tag{7.41}
\end{array}
$$

[^91]Table 7.1: Radiation characteristics of uniformly illuminated rectangular aperture in the principal planes when $b \gg \lambda$.

| Topic | Location | Relative level |
| :--- | :---: | :---: |
| First null | $\theta=\arcsin (\lambda / b)$ | $-\infty \mathrm{dB}$ |
| First sidelobe | $\theta=\arcsin (1.5 \lambda / b)$ | -13.2 dB |
| 3 dB half beamwidth | $\theta=\arcsin (0.445 \lambda / b)$ | -3.0 dB |

and zero elsewhere. In this case the Fourier transforms of the aperture field become sinc function, resulting in

$$
\begin{align*}
& \tilde{A}(k \sin \theta \cos \varphi)=\int_{-a / 2}^{a / 2} e^{j k x^{\prime}(\hat{\mathbf{x}} \cdot \hat{\mathbf{r}})} d x^{\prime}=a \frac{\sin (k a \sin \theta \cos \varphi / 2)}{k a \sin \theta \cos \varphi / 2},  \tag{7.42}\\
& \tilde{B}(k \sin \theta \sin \varphi)=\int_{-b / 2}^{b / 2} e^{j k y^{\prime}(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}})} d y^{\prime}=b \frac{\sin (k b \sin \theta \sin \varphi / 2)}{k b \sin \theta \sin \varphi / 2} \tag{7.43}
\end{align*}
$$

The characteristics of the radiation pattern in E-plane are found by studying (7.31) - (7.32) with $\tilde{B}$ given in (7.43). We see that the location of the nulls in the pattern is determined by $k b \sin \theta / 2=i \pi$ where $i=1,2, \ldots$. The sidelobe maxima are determined by $k b \sin \theta / 2=\pi / 2+i \pi$ where $i=1,2, \ldots$. The results are summarized in Table 7.1. The characteristics are the same in H-plane. The sidelobe levels in the table are only correct when the incremental source factor does not contribute significantly. This condition holds when $b \gg \lambda$ for the E-plane and $a \gg \lambda$ for the H-plane.

Eq. (7.43) represents a universal radiation pattern for all uniformly illuminated apertures with diameters $b$ when plotted against $(b / \lambda) \sin \theta$, which is done in Fig. 7.12 ${ }^{4}$. The corresponding radiation pattern when $B\left(y^{\prime}\right)=\cos \left(\pi y^{\prime} / b\right)$ for $\left|y^{\prime}\right|<b / 2$ is plotted for comparison. The latter aperture distribution, which corresponds to the H-plane distribution of an open-ended waveguide, gives broader main beam and lower sidelobes.

The total radiation patterns including incremental source factor in (7.31) - (7.34) are plotted in Fig. 7.13 ${ }^{\star}$ for $a=b=8 \lambda$. We see that for the PEC aperture the magnetic current distribution in the aperture makes the sidelobes in E-plane higher than in H-plane. Note that we cannot calculate any radiation pattern behind the aperture plane, i.e., for $|\theta|>90^{\circ}$, which by definition is a null-field region when using the present PEC equivalent. For a free space aperture the Huygens source makes the patterns equal in E- and H-planes, and the formulas can be used even behind the aperture plane.

Fig. 7.14 shows a contour plot*. We see that the sidelobes are located in the principal planes with very low levels in between them. This is typical for rectangular apertures and a result of the separability of the aperture distribution.

[^92]

Figure 7.12: *Universal radiation pattern of rectangular aperture versus width for uniform and cosine shaped aperture distributions.


Figure 7.13: *Examples of radiation patterns for uniform field distribution over a square aperture in an infinite ground plane (in E- and H-planes) and in free space (in both planes). The aperture diameter is $8 \lambda$.


+ First sidelobes - 13.3 dB at 1.430
Figure 7.14: *Universal contour plot of the radiation pattern of a uniform field distribution over a rectangular aperture. 5 dB contours down to -35 dB . The aperture diameters are $a$ and $b$ in the $x z$ and $y z$-planes, respectively. The maximum level in the center of the main beam is 0 dB .


### 7.5 Circular aperture with BOR1 excitation

Conical horn antennas and many reflector antennas have circular apertures, as shown in Fig. 7.15. When they are excited for a $y$-polarized $B O R_{1}$ type radiation, the aperture fields are of the form

$$
\begin{equation*}
\mathbf{E}_{a}\left(\rho^{\prime}, \varphi^{\prime}\right)=\left[E_{E}\left(\rho^{\prime}\right) \sin \varphi^{\prime} \hat{\boldsymbol{\rho}}^{\prime}+E_{H}\left(\rho^{\prime}\right) \cos \varphi^{\prime} \hat{\boldsymbol{\varphi}}^{\prime}\right] \quad \text { for } \rho^{\prime} \leq d / 2, \tag{7.44}
\end{equation*}
$$

where $d$ is the aperture diameter, $\hat{\rho}^{\prime}$ is the unit vector in the radial $\rho^{\prime}$-direction with $\mathbf{r}^{\prime}=$ $\rho^{\prime} \hat{\boldsymbol{\rho}}^{\prime}=\rho^{\prime}\left(\cos \varphi^{\prime} \hat{\mathbf{x}}+\sin \varphi^{\prime} \hat{\mathbf{y}}\right)$, and $E_{E}\left(\rho^{\prime}\right)$ and $E_{H}\left(\rho^{\prime}\right)$ are the aperture distributions in the E- and H-planes, respectively. By introducing $\hat{\mathbf{x}}=\cos \varphi^{\prime} \hat{\boldsymbol{\rho}}^{\prime}-\sin \varphi^{\prime} \hat{\boldsymbol{\varphi}}^{\prime}$ and $\hat{\mathbf{y}}=\sin \varphi^{\prime} \hat{\boldsymbol{\rho}}^{\prime}+\cos \varphi^{\prime} \hat{\boldsymbol{\varphi}}^{\prime}$, this can be written

$$
\begin{gather*}
\mathbf{E}_{a}\left(\rho^{\prime}, \varphi^{\prime}\right)=E_{a_{y}}\left(\rho^{\prime}, \varphi^{\prime}\right) \hat{\mathbf{y}}+E_{a_{x}}\left(\rho^{\prime}, \varphi^{\prime}\right) \hat{\mathbf{x}},  \tag{7.45}\\
\text { where } \quad E_{a_{y}}\left(\rho^{\prime}, \varphi^{\prime}\right)=E_{\mathrm{Co}_{45^{\circ}}}\left(\rho^{\prime}\right)-E_{\mathrm{xp}_{45^{\circ}}}\left(\rho^{\prime}\right) \cos \left(2 \varphi^{\prime}\right)  \tag{7.46}\\
\text { and } \quad E_{a_{x}}\left(\rho^{\prime}, \varphi^{\prime}\right)=E_{\mathrm{xp}_{45^{\circ}}}\left(\rho^{\prime}\right) \sin \left(2 \varphi^{\prime}\right),  \tag{7.47}\\
\text { with } \quad E_{\mathrm{co}_{45}}\left(\rho^{\prime}\right)=\frac{1}{2}\left[E_{E}\left(\rho^{\prime}\right)+E_{H}\left(\rho^{\prime}\right)\right]  \tag{7.48}\\
\text { and } \quad E_{\mathrm{xp}_{45^{\circ}}}\left(\rho^{\prime}\right)=\frac{1}{2}\left[E_{E}\left(\rho^{\prime}\right)-E_{H}\left(\rho^{\prime}\right)\right] \tag{7.49}
\end{gather*}
$$

are the co- and cross-polar aperture fields in the $45^{\circ}$-plane. These $B O R_{1}$ relations for circular apertures in cylindrical coordinates can be derived in the same way as the corresponding relations in the spherical $(\theta, \varphi)$ coordinate system in equations (2.83)-(2.87) in Section 2.4.2.


Figure 7.15: Circular plane aperture in $x y$-plane

### 7.5.1 Aperture field and far-field function

If the aperture is large, the radiation field is given by (7.18) or (7.20) with

$$
\begin{align*}
& \tilde{E}_{a_{y}}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}})=\int_{0}^{d / 2} \int_{0}^{2 \pi} E_{a_{y}}\left(\rho^{\prime}, \varphi^{\prime}\right) e^{j k \rho^{\prime} \hat{\rho}^{\prime} \cdot \hat{\mathbf{r}}} d \varphi^{\prime} \rho^{\prime} d \rho^{\prime}  \tag{7.50}\\
& \tilde{E}_{a_{x}}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}})=\int_{0}^{d / 2} \int_{0}^{2 \pi} E_{a_{x}}\left(\rho^{\prime}, \varphi^{\prime}\right) e^{j k \rho^{\prime} \hat{\boldsymbol{\rho}}^{\prime} \cdot \hat{\mathbf{r}}} d \varphi^{\prime} \rho^{\prime} d \rho^{\prime} \tag{7.51}
\end{align*}
$$

obtained from (7.15) - (7.16). The $\varphi^{\prime}$-integrals can be evaluated analytically by introducing the $x$ - and $y$-components of $\hat{\boldsymbol{\rho}}^{\prime}$ and $\hat{\mathbf{r}}$, which give

$$
\begin{equation*}
\hat{\boldsymbol{\rho}}^{\prime} \cdot \hat{\mathbf{r}}=\sin \theta\left(\cos \varphi^{\prime} \cos \varphi+\sin \varphi^{\prime} \sin \varphi\right)=\sin \theta \cos \left(\varphi-\varphi^{\prime}\right) \tag{7.52}
\end{equation*}
$$

and using (see Appendix E)

$$
\begin{aligned}
\int_{0}^{2 \pi} e^{j k \rho^{\prime} \sin \theta \cos \left(\varphi-\varphi^{\prime}\right)} d \varphi^{\prime} & =2 \pi J_{0}\left(k \rho^{\prime} \sin \theta\right), \\
\int_{0}^{2 \pi} \cos \left(2 \varphi^{\prime}\right) e^{j k \rho^{\prime} \sin \theta \cos \left(\varphi-\varphi^{\prime}\right)} d \varphi^{\prime} & =-2 \pi \cos (2 \varphi) J_{2}\left(k \rho^{\prime} \sin \theta\right), \\
\int_{0}^{2 \pi} \sin \left(2 \varphi^{\prime}\right) e^{j k \rho^{\prime} \sin \theta \cos \left(\varphi^{\prime}-\varphi\right)} d \varphi^{\prime} & =-2 \pi \sin (2 \varphi) J_{2}\left(k \rho^{\prime} \sin \theta\right),
\end{aligned}
$$

with $J_{0}$ and $J_{2}$ the zeroth and second order Bessel functions, respectively. Then, for the free space aperture we finally obtain

$$
\begin{align*}
& \tilde{E}_{a_{y}}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}})=\tilde{E}_{a_{y}}(\theta, \varphi)=\tilde{E}_{\mathrm{co}_{45^{\circ}}}(\theta)-\tilde{E}_{\mathrm{xp}_{45^{\circ}}}(\theta) \cos (2 \varphi),  \tag{7.53}\\
& \tilde{E}_{a_{x}}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}})=\tilde{E}_{a_{x}}(\theta, \varphi)=\tilde{E}_{\mathrm{xp}_{45^{\circ}}}(\theta) \sin (2 \varphi),  \tag{7.54}\\
& \text { where } \quad \tilde{E}_{\mathrm{co}_{45^{\circ}}}(\theta)=2 \pi \int_{0}^{d / 2} E_{\mathrm{co}_{45^{\circ}}}\left(\rho^{\prime}\right) J_{0}\left(k \rho^{\prime} \sin \theta\right) \rho^{\prime} d \rho^{\prime}  \tag{7.55}\\
& \qquad \tilde{E}_{\mathrm{xp}_{45^{\circ}}}(\theta)=-2 \pi \int_{0}^{d / 2} E_{\mathrm{xp}_{45^{\circ}}}\left(\rho^{\prime}\right) J_{2}\left(k \rho^{\prime} \sin \theta\right) \rho^{\prime} d \rho^{\prime} \tag{7.56}
\end{align*}
$$

If we introduce a normalized radius variable $\bar{\rho}=\rho^{\prime} / d$ in the above two expressions, we get them in the universal form

$$
\begin{gather*}
\tilde{E}_{\mathrm{co}_{45^{\circ}}}(\theta)=2 \pi d^{2} \int_{0}^{1 / 2} \overline{E_{\mathrm{Co}_{45^{\circ}}}}(\bar{\rho}) J_{0}(k \bar{\rho} d \sin \theta) \bar{\rho} d \bar{\rho}  \tag{7.57}\\
\tilde{E}_{\mathrm{xp}_{45^{\circ}}}(\theta)=-2 \pi d^{2} \int_{0}^{1 / 2} \overline{E_{\mathrm{xp}_{45^{\circ}}}}(\bar{\rho}) J_{2}(k \bar{\rho} d \sin \theta) \bar{\rho} d \bar{\rho} \tag{7.58}
\end{gather*}
$$

where $\overline{E_{\mathrm{co}_{45^{\circ}}}}(\bar{\rho})$ and $\overline{E_{\mathrm{xp}_{45^{\circ}}}}(\bar{\rho})$ are the aperture distributions as a function of the normalized aperture radius. The universal form allows us to calculate general radiation patterns and study them for different types of aperture distributions. These pattern shapes become independent of the aperture diameter $d$ if they are plotted as a function of $k d \sin \theta$. The total far-field functions of the PEC and free space apertures are found by using (7.18) and (7.20), respectively, together with $(7.53)-(7.56)$. We find that the co-polar far-field function of the free space aperture in the $45^{\circ}$-plane is proportional to

$$
G_{\mathrm{Co}_{45^{\circ}}}(\theta)=\tilde{E}_{\mathrm{co}_{45^{\circ}}}(\theta) \cos ^{2}(\theta / 2)
$$

and the cross-polar to

$$
G_{\mathrm{xp}_{45^{\circ}}}(\theta)=\tilde{E}_{\mathrm{xp}_{45^{\circ}}}(\theta) \cos ^{2}(\theta / 2)
$$

### 7.5.2 Uniform aperture distribution

When the aperture distribution is entirely co-polar with constant amplitude and phase we have

$$
\begin{equation*}
E_{\mathrm{Co}_{45^{\circ}}}=1 \quad \text { for } \rho \leq d / 2 \tag{7.59}
\end{equation*}
$$

and $E_{\mathrm{xp}_{45^{\circ}}}(\rho)=0$. Then, we get

$$
\begin{equation*}
\tilde{E}_{\mathrm{co}_{45^{\circ}}}(\theta)=\int_{0}^{d / 2} J_{0}(k \rho \sin \theta) \rho d \rho \tag{7.60}
\end{equation*}
$$

If we substitute $t=k \rho \sin \theta$ and use

$$
\begin{equation*}
\int_{0}^{T} J_{0}(t) t d t=T J_{1}(T) \tag{7.61}
\end{equation*}
$$

we get the co-polar radiation pattern

$$
\begin{equation*}
\tilde{E}_{\mathrm{CO}_{45^{\circ}}}(\theta)=\frac{2 \pi}{(k \sin \theta)^{2}} \int_{0}^{k d \sin \theta / 2} J_{0}(t) t d t=2 \pi(d / 2)^{2} \frac{J_{1}(k d \sin \theta / 2)}{k d \sin \theta / 2} \tag{7.62}
\end{equation*}
$$

This has a maximum of $\pi(d / 2)^{2}$ for $\theta=0$. The directivity becomes

$$
\begin{equation*}
D_{0}=\frac{4 \pi}{\lambda^{2}} \pi(d / 2)^{2}=\left(\frac{\pi d}{\lambda}\right)^{2} \tag{7.63}
\end{equation*}
$$

The universal radiation pattern is plotted in dB in Fig. 7.16 together with that of a circular aperture having a $J_{0}\left(k_{01} 2 s^{\prime} / d\right)$ distribution, where $k_{01}=2.405$ makes the aperture distribution zero at $\rho^{\prime}=d / 2^{\star}$. The latter aperture distribution will be treated in details in Section 8.8. The location and relative level of the first null, the 3 dB beamwidth, and the first sidelobe, are shown in Table 7.2. This can be compared to Table 7.1 for rectangular apertures. The sidelobes are circular lobes around the main beam as seen in the contour plot in Fig. 7.17*, to be compared to Fig. 7.14 for rectangular apertures.


Figure 7.16: *Universal radiation patterns of circular aperture with uniform and tapered aperture distributions. The tapered aperture distribution is the zeroth order Bessel function with a null at the rim.


- First sidelobe - 17.6 dB at 1.635

Figure 7.17: *Universal contour radiation pattern of circular aperture with uniform aperture distribution. 5 dB contours down to -35 dB .

Table 7.2: Radiation characteristics of uniformly illuminated circular aperture in the principal planes when $d \gg \lambda$.

| Topic | Location | Relative level |
| :--- | :---: | :---: |
| First null | $\theta=\arcsin (1.2 \lambda / d)$ | $-\infty \mathrm{dB}$ |
| First sidelobe | $\theta=\arcsin (1.65 \lambda / d)$ | -17.6 dB |
| 3 dB half beamwidth | $\theta=\arcsin (0.51 \lambda / d)$ | -3.0 dB |

### 7.5.3 Gaussian aperture distribution

The Gaussian aperture distribution is of interest because its far-field function has Gaussian shape as well, see Fig. 7.18. We consider a plane free space aperture extending to infinity, with a $y$-polarized aperture distribution of the form

$$
\begin{equation*}
\mathbf{E}_{a}(\rho)=e^{-\left(\rho / \rho_{a}\right)^{2}} \hat{\mathbf{y}}=e^{-\left(x^{\prime} / \rho_{a}\right)^{2}-\left(y^{\prime} / \rho_{a}\right)^{2}} \hat{\mathbf{y}}, \tag{7.64}
\end{equation*}
$$

$\rho_{a}$ is referred to as the 8.7 dB radius or the $1 / e$ radius because the field at $\rho=\rho_{a}$ is $1 / e$ or 8.7 dB less relative to the field at $\rho=0$.

The extent of the aperture is infinite, so we may choose either to analyze it as a rectangular or circular aperture. We choose the former because the integrations are simpler. The aperture integral function becomes separable as in (7.28), so

$$
\begin{align*}
& \tilde{E}_{a_{y}}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}})=\tilde{A}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}) \tilde{B}(k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}}),  \tag{7.65}\\
& \text { with } \quad \tilde{A}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}})=\int_{-\infty}^{\infty} e^{-\left(x^{\prime} / \rho_{a}\right)^{2}} e^{j k x^{\prime} \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}} d x^{\prime} \tag{7.66}
\end{align*}
$$

and correspondingly for $\tilde{B}(k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}})$. The exponent of the integrand can be simplified as follows

$$
\left(\frac{x^{\prime}}{\rho_{a}}\right)^{2}-j k x(\hat{\mathbf{x}} \cdot \hat{\mathbf{r}})=\left[\frac{x^{\prime}}{\rho_{a}}-\frac{1}{2} j k \rho_{a}(\hat{\mathbf{x}} \cdot \hat{\mathbf{r}})\right]^{2}+\left(\frac{1}{2} k \rho_{a} \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}\right)^{2} .
$$

Further, we may use

$$
\int_{-\infty}^{\infty} e^{-\left(t-t_{0}\right)^{2} / \rho_{a}^{2}} d t=\sqrt{\pi} \rho_{a}
$$

to obtain

$$
\begin{align*}
& \tilde{A}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}})=\sqrt{\pi \rho_{a}^{2}} e^{-\left(\frac{1}{2} k \rho_{a} \hat{x} \cdot \hat{\mathbf{r}}\right)^{2}}, \\
& \tilde{B}(k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}})=\sqrt{\pi \rho_{a}^{2}} e^{-\left(\frac{1}{2} k \rho_{a} \hat{\mathbf{y}} \cdot \hat{\mathbf{r}}\right)^{2}} . \tag{7.67}
\end{align*}
$$

If we introduce

$$
(\hat{\mathbf{x}} \cdot \hat{\mathbf{r}})^{2}+(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}})^{2}=(\sin \theta \cos \varphi)^{2}+(\sin \theta \sin \varphi)^{2}=\sin ^{2} \theta,
$$

the aperture Fourier transform factor becomes

$$
\begin{equation*}
\tilde{E}(k \hat{\mathbf{x}} \cdot \hat{\mathbf{r}}, k \hat{\mathbf{y}} \cdot \hat{\mathbf{r}})=\tilde{E}(\theta)=\pi \rho_{a}^{2} e^{-\sin ^{2} \theta / \sin ^{2} \theta_{a}} ; \quad \sin \theta_{a}=2 /\left(k \rho_{a}\right) \tag{7.68}
\end{equation*}
$$




Figure 7.18: *The Gaussian aperture distribution (left) and its radiation pattern (right).
where $\theta_{a}$ is the 8.7 dB half-beamwidth. The total far-field function is found by using this in (7.18) or (7.20) for the PEC or free space apertures, respectively.The power integral over the aperture becomes

$$
\begin{equation*}
P=2 \eta P_{\mathrm{rad}}=\int_{-\infty}^{\infty}\left|\mathbf{E}_{a}\right|^{2} d x^{\prime} d y^{\prime}=2 \pi \int_{0}^{\infty} e^{-2\left(\rho^{\prime} / \rho_{a}\right)^{2}} \rho^{\prime} d \rho^{\prime}=\frac{\pi}{2} \rho_{a}^{2} \tag{7.69}
\end{equation*}
$$

which was obtained by using the known integral

$$
\int x e^{-x^{2}} d x=-\frac{1}{2} e^{-x^{2}}+C
$$

This gives the directivity

$$
\begin{equation*}
D_{0}=\frac{4 \pi|\mathbf{G}(\hat{\mathbf{z}}) \cdot \hat{\mathbf{y}}|^{2}}{2 \eta P_{\mathrm{rad}}}=\frac{4 \pi}{\lambda^{2}} 2 \pi \rho_{a}^{2}=\left(\sqrt{2} k \rho_{a}\right)^{2}=\frac{8}{\sin ^{2} \theta_{a}} . \tag{7.70}
\end{equation*}
$$

We see that the effective aperture area becomes $A_{\text {eff }}=D_{0} \lambda^{2} / 4 \pi=2 \pi \rho_{a}^{2}$. The radius of this effective aperture is equal to $\sqrt{2}$ times the 8.7 dB radius $\rho_{a}$. The radiation pattern in dB decreases uniformly with $\theta$ according to

$$
20 \log |G(\theta) / G(0)|=20 \log |E(\theta) / E(0)|=\left(\sin \theta / \sin \theta_{a}\right)^{2} \cdot(-8.7 \mathrm{~dB}),
$$

where we have neglected the $\theta$-variation of the incremental element factor. Thus, the Gaussian aperture distribution has a radiation pattern in dB which decreases quadratically with increasing $\sin \theta$. This property makes the Gaussian beam a plausible approximation to most main beams of pencil-beam antennas. The ideal Gaussian radiation pattern has no sidelobes. If the aperture is finite, the Gaussian aperture distribution is truncated, and sidelobes will appear in the radiation pattern.

### 7.5.4 Tapered aperture distributions

In practice the aperture distribution will be tapered to a finite low value at the aperture rim. Generally, a tapered aperture distribution will reduce both the sidelobes and the aperture
efficiency, compared to that of a uniformly illuminated aperture. Therefore, in antennas where the aperture distribution can be chosen, e.g., in dual-reflector antennas and large arrays, it is often chosen as a compromise between high efficiency and low sidelobes. As an example we consider the truncated Gaussian aperture distribution, which over a circular aperture has the form

$$
\mathbf{E}_{a}(\rho)=\left\{\begin{array}{cc}
e^{-\left(\rho / \rho_{a}\right)^{2}} \hat{\mathbf{y}} & \text { for } \rho<d / 2  \tag{7.71}\\
0 & \text { for } \rho>d / 2
\end{array} .\right.
$$

The aperture illumination taper is defined by $-20 \log \left|\mathbf{E}_{a}(d / 2) / \mathbf{E}_{a}(0)\right|$. Fig. 7.19 shows the universal radiation patterns for different aperture illumination tapers, and the aperture efficiency as a function of the aperture taper*. The results have been produced by numerical integration of the radiation integral in (7.57).

### 7.6 Gaussian beam

The purpose of this section is to study the Gaussian aperture distribution in more details by including a spherical phase-front in the aperture. This will give us the equations used to transform a Gaussian beam from the near-field to the far-field.

In order to find the near-field of the Gaussian aperture distribution we need to evaluate the near-field radiation integral in equations (4.37) and (4.39) in Section 4.2.1. These integrals are for the Huygens equivalent of the form (for $k R \gg 1$ )

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=C_{k} \iint_{A}\left[\eta \mathbf{J}_{a}-\left(\eta \mathbf{J}_{a} \cdot \hat{\mathbf{R}}\right) \hat{\mathbf{R}}-\left(\eta \mathbf{J}_{a} \times \hat{\mathbf{z}}\right) \times \hat{\mathbf{R}}\right] \frac{e^{-j k R}}{R} d x^{\prime} d y^{\prime} \tag{7.72}
\end{equation*}
$$

where $\hat{\mathbf{R}}=\mathbf{R} / R$ with

$$
\mathbf{R}=\mathbf{r}-\mathbf{r}^{\prime}=\left(x-x^{\prime}\right) \hat{\mathbf{x}}+\left(y-y^{\prime}\right) \hat{\mathbf{y}}+z \hat{\mathbf{z}}, \quad R=\sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+z^{2}}
$$

Let us consider observation points close to the axis, so that the paraxial approximation may be used, i.e.,

$$
\begin{equation*}
\hat{\mathbf{R}} \approx \hat{\mathbf{z}} \quad \text { and } \quad R=z \tag{7.73}
\end{equation*}
$$

in amplitude factors and

$$
\begin{equation*}
R \approx z+\frac{1}{2 z}\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}\right] \tag{7.74}
\end{equation*}
$$

in phase terms. Then,

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}) \approx-2 C_{k} \frac{1}{z} e^{-j k z} \iint_{A} \mathbf{E}_{a}\left(x^{\prime}, y^{\prime}\right) e^{-j k \frac{1}{2 z}\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}\right]} d x^{\prime} d y^{\prime} \tag{7.75}
\end{equation*}
$$

In order to generalize it we assume that the Gaussian aperture field has a spherical wavefront with curvature $C_{a}$, i.e., (see Fig. 7.20)

$$
\begin{equation*}
\mathbf{E}_{a}(x, y)=E_{0} e^{-\rho^{\prime 2} / \rho_{a}^{2}} e^{-j k \frac{1}{2} C_{a} \rho^{\prime 2}} \hat{\mathbf{y}}, \tag{7.76}
\end{equation*}
$$



Figure 7.19: *Universal radiation pattern (upper) and aperture efficiency (lower) of truncated Gaussian aperture distribution.


Figure 7.20: Gaussian aperture distribution and its phase center.
where $E_{0}$ is a constant and $\rho_{a}$ is the 8.7 dB radius in the aperture. The quadratic phase term is seen to represent a spherical phase-front from the following expansion of $R$, which is valid under the paraxial approximation,

$$
\begin{equation*}
R=\sqrt{L^{2}+\rho^{\prime 2}} \approx L+\left[\rho^{\prime 2} /(2 L)\right] \quad \text { for } \rho^{\prime} \ll L \tag{7.77}
\end{equation*}
$$

where $z=-L$ is the center of the sphere, so the wavefront curvature is $C_{a}=1 / L$. The aperture integral is separable in $x^{\prime}$ and $y^{\prime}$, and the former of these factors becomes

$$
\begin{equation*}
I_{x}=\int_{-\infty}^{\infty} e^{-\left(x^{\prime} / \rho_{a}\right)^{2}-j k x^{\prime 2} /(2 L)-j k\left(x-x^{\prime}\right)^{2} /(2 z)} d x^{\prime} \tag{7.78}
\end{equation*}
$$

The $y^{\prime}$ integral gets a similar form. It is rather laborious to solve (7.78) analytically, yet, it is possible. The result is simple and given in the next subsection. It can for all $z$ be expressed in the same Gaussian form as the original aperture distribution. Therefore, the resulting expression valid for all $z$ is referred to as a Gaussian beam. It is also possible to show that the Gaussian beam is a field solution in free space under the paraxial approximation by directly inserting the results below into Maxwell's equations.

### 7.6.1 Gaussian near-field

For all $z$ the Gaussian beam can be expressed by

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=E_{0} \frac{\rho_{a}}{\rho(z)} e^{-\rho^{2} /[\rho(z)]^{2}} e^{-j k \frac{1}{2} C(z) \rho^{2}} e^{j \phi(z)} e^{-j k z} \hat{\mathbf{y}}, \tag{7.79}
\end{equation*}
$$

where $\mathbf{r}=\rho \hat{\boldsymbol{\rho}}+z \hat{\mathbf{z}}$ and

$$
\begin{equation*}
\rho(z)=\sqrt{\left(\rho_{\mathrm{dif}}(z)\right)^{2}+\left(\rho_{\mathrm{GO}}(z)\right)^{2}} \tag{7.80}
\end{equation*}
$$

is the 8.7 dB radius of the beam at $r=z$,

$$
\begin{equation*}
C(z)=\frac{1}{(L+z)}\left[1+\frac{L}{z}\left(\frac{\rho_{\mathrm{dif}}(z)}{\rho(z)}\right)^{2}\right] \tag{7.81}
\end{equation*}
$$

is the wavefront curvature at $r=z$, and

$$
\begin{equation*}
\phi(z)=\frac{\pi}{2}-\arctan \left(\rho_{\mathrm{GO}}(z) / \rho_{\mathrm{dif}}(z)\right) \tag{7.82}
\end{equation*}
$$



Figure 7.21: Cross section of GO cone and diffraction cone.
is called the phase slippage and represents the phase in the center of the beam at $r=z$ relative to the phase at $z=0$, when the propagation phase $-k z$ has been removed. In these equations

$$
\begin{equation*}
\rho_{\mathrm{dif}}(z)=2 z /\left(k \rho_{a}\right) \tag{7.83}
\end{equation*}
$$

is the diffraction cone radius, and

$$
\begin{equation*}
\rho_{\mathrm{GO}}(z)=(z+L) \rho_{a} / L=\left(1+C_{a} z\right) \rho_{a} \tag{7.84}
\end{equation*}
$$

is the Geometrical Optics (GO) cone radius. Both these expressions are explained in the next paragraph.
$\rho_{\text {dif }}$ defines a conical surface with its vertex in the aperture at $z=0$. The cross section is shown in Fig. 7.21. The cone angle is inversely proportional to the wavelength divided by the aperture radius $\rho_{a}$, in the same way as the width of the far-field radiation patterns based on aperture diffraction, see Section 1.3.2. Examples are the radiation patterns of aperture distributions with constant phase, shown in Fig. 7.12, 7.16 and 7.19. Therefore, we refer to $\rho_{\mathrm{dif}}(z)$ as the diffraction cone radius. Similarly, $\rho_{\mathrm{GO}}(z)$ defines a cone with its vertex in the point $z=-L$ and with the cone angle proportional to $\rho_{a} / L$. This corresponds to a GO continuation of the aperture field ${ }^{5}$. Therefore, we refer to $\rho_{\mathrm{GO}}(z)$ as the $G O$ cone radius. We will discuss these two contributions to the beam radius in more details in Section 7.6.4 and Section 7.6.5.

The Gaussian beam formulas have been implemented in a Matlab code which can be used to produce numerical versions of the curves in Fig. 7.22.

### 7.6.2 Phase center of Gaussian beam

It is possible to find the phase center of the Gaussian beam at any $z$ location by using the wavefront curvature $C(z)$. The phase center is, according to Section 2.3.7, the center of curvature of the wavefront. The radius of curvature is given by $R_{\mathrm{pc}}(z)=1 / C(z)$, so therefore the near-field phase center location for the wavefront at a distance $z$ from the aperture becomes

$$
\begin{equation*}
z_{\mathrm{pc}}=z-R_{\mathrm{pc}}(z)=z-\frac{1}{C(z)} \tag{7.85}
\end{equation*}
$$

Using the above equations we get

$$
\begin{equation*}
z_{\mathrm{pc}}=-L\left(\rho_{\mathrm{GO}}(z)\right)^{2} /\left[(\rho(z))^{2}+\frac{L}{z}\left(\rho_{\mathrm{dif}}(z)\right)^{2}\right] \approx-L\left(\rho_{\mathrm{GO}}(z)\right)^{2} /(\rho(z))^{2} \tag{7.86}
\end{equation*}
$$

[^93]The latter simplest formula for $z_{\mathrm{pc}}$ is actually quite accurate and very useful. It tells us that the phase centre is at the aperture $z=0$ when the diffraction cone radius $\rho_{\text {dif }}(z)$ dominates over the GO cone radius $\rho_{\mathrm{GO}}(z)$, and at $z=-L$ when $\rho_{\mathrm{GO}}(z) \gg \rho_{\mathrm{dif}}(z)$. Both of the two cone radii $\rho_{\text {dif }}(z)$ and $\rho_{\mathrm{GO}}(z)$ vary linearly with distance. The former diffraction cone is zero in the aperture and increases linearly with $z$, whereas the latter GO cone is zero at $z=-L$ which is the centre of curvature of the phase front at $z=0$. It varies also linearly with increasing $z$, but the slope depends on the sign of $L$, i.e., on whether the phase-front is concave ( $L$ negative) or convex ( $L$ positive) in the aperture plane. See also Fig. 7.22 and the following subsections.

### 7.6.3 Gaussian far-field

In order to find the expression for the far-field we introduce the 8.7 dB beamwidth

$$
\begin{gather*}
\theta_{0}=\lim _{z \rightarrow \infty}\left(\frac{\rho(z)}{z}\right)=\sqrt{\theta_{\mathrm{dif}}^{2}+\theta_{\mathrm{GO}}^{2}},  \tag{7.87}\\
\text { where } \quad \theta_{\mathrm{dif}}=2 /\left(k \rho_{a}\right) \quad \text { and } \quad \theta_{\mathrm{GO}}=\rho_{a} / L \tag{7.88}
\end{gather*}
$$

(both in radians) are the beamwidth contributions due to aperture diffraction and GO transmission, respectively. These choices of $\theta_{0}, \theta_{\text {dif }}$ and $\theta_{\text {GO }}$ in radians will make the result more valid and usable for broad beams than the alternative choice based on

$$
\tan \theta_{0}=\lim _{z \rightarrow \infty}\left(\frac{\rho(z)}{z}\right)=\sqrt{\tan ^{2} \theta_{\mathrm{dif}}+\tan ^{2} \theta_{\mathrm{GO}}} .
$$

By foregoing choices the formula for $\theta_{\mathrm{GO}}$ corresponds to measuring $\rho_{a}$ as the length along a curved wavefront and not radially along a straight line. The phase center is located at

$$
z_{\mathrm{pc}}=-L\left(\theta_{\mathrm{GO}} / \theta_{0}\right)^{2} .
$$

Furthermore, when $z$ approaches infinity we may use

$$
\begin{aligned}
& \quad r=\sqrt{z^{2}+\rho^{2}} \approx z+\frac{1}{2 z} \rho^{2} \approx z+\frac{1}{2} z \theta^{2} \\
& \text { and } \quad C(z)=1 /\left(z-z_{\mathrm{pc}}\right) \approx(1 / z)+\left(z_{\mathrm{pc}} / z^{2}\right),
\end{aligned}
$$

to obtain

$$
z+\frac{1}{2} C(z) \rho^{2} \approx z+\frac{1}{2} C(z) z^{2} \theta^{2} \approx z+\frac{1}{2} z \theta^{2}+\frac{1}{2} z_{\mathrm{pc}} \theta^{2} \approx r+\frac{1}{2} z_{\mathrm{pc}} \theta^{2}
$$

which is valid for small $\theta$ s. This gives the far-field

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\frac{1}{r} e^{-j k r} \mathbf{G}(\hat{\mathbf{r}}) \tag{7.89}
\end{equation*}
$$

and the far-field function

$$
\begin{align*}
& \mathbf{G}(\hat{\mathbf{r}})=E_{0} \frac{\rho_{a}}{\theta_{0}} e^{-\left(\theta / \theta_{0}\right)^{2}} e^{-j \frac{1}{2} k z_{\mathrm{pc}} \theta^{2}} e^{j \phi_{\infty}} \hat{\mathbf{y}}  \tag{7.90}\\
& \text { with } \quad \phi_{\infty}=-\arctan \left(\theta_{\operatorname{dif}} / \theta_{\mathrm{GO}}\right) \tag{7.91}
\end{align*}
$$

The $\mathbf{G}(\hat{\mathbf{r}})$ in (7.90) and that resulting from (7.68) should be equal for $L \rightarrow \infty$. Although they are not the same, the differences are small for small $\theta$ and are explained by the paraxial approximation used in the derivation of (7.90). Note that $\theta_{0}=2 /\left(k \rho_{a}\right)$ when $L \rightarrow \infty$. It is clear that the beamwidth has increased compared to that in (7.68), due to the spherical phase in the aperture, with the factor

$$
\begin{gather*}
q=\frac{\left(\theta_{0}\right)_{\text {with phase error }}}{\left(\theta_{0}\right)_{\text {without phase error }}} \begin{array}{c}
\text { where }
\end{array} \quad \sqrt{\frac{\theta_{\mathrm{dif}}^{2}+\theta_{\mathrm{GO}}^{2}}{\theta_{\mathrm{dif}}^{2}}}=\sqrt{1+(\Delta \phi)^{2}},  \tag{7.92}\\
\Delta \phi=\left(k \rho_{a}^{2}\right) /(2 L)
\end{gather*}
$$

is the phase error at $\rho=\rho_{a}$ in the aperture. The corresponding directivity reduction is $1 / q^{2}$. This can also be found by comparing $\mathbf{G}(\hat{\mathbf{r}})$ resulting from (7.68) with $\mathbf{G}(\hat{\mathbf{r}})$ in (7.90) as follows. The power integrals in the aperture are equal if $E_{0}=1$ and $\rho_{0}=\rho_{a}$. Therefore, the ratio between the directivities (i.e., the phase efficiency) is

$$
\begin{align*}
\frac{\left(D_{0}\right)_{\text {with phase errors }}}{\left(D_{0}\right)_{\text {without errors }}} & =\left(\frac{\rho_{a} / \theta_{0}}{2 C_{k} \pi \rho_{a}^{2}}\right)^{2}=\left(\frac{2}{k \rho_{a} \theta_{0}}\right)^{2}=\frac{\theta_{\text {dif }}^{2}}{\theta_{0}^{2}}  \tag{7.93}\\
& =\frac{1}{q^{2}} \approx 1-\Delta \phi^{2}
\end{align*}
$$

where the expansion $(1+x)^{-1} \approx 1-x$ for small $x$ was used to get the final expression. This equation is actually quite general. Phase errors in the aperture cause a gain reduction and a broadening of the beam. For arbitrary but small phase errors, it can be found that the gain reduction is given by the same formula $1-\Delta \phi^{2}$ with $\Delta \phi^{2}$ the mean square phase error around the mean phase error, both averaged over the aperture, with the amplitude of the aperture distribution used as weighting factor in the averaging process, see Eq. (9.91).

### 7.6.4 Aperture diffraction by constant phase aperture

When there is a plane phase-front in the aperture, i.e., $L=\infty$, the 8.7 dB beam radius varies from $\rho_{a}$ in the aperture to

$$
\begin{equation*}
\rho(z)=\sqrt{\left(\rho_{\mathrm{dif}}(z)\right)^{2}+\rho_{a}^{2}} ; \quad \rho_{\mathrm{dif}}(z)=\frac{2 z}{k \rho_{a}} \tag{7.94}
\end{equation*}
$$

at a distance $z$ from the aperture, see Fig. $7.22^{\star}$. This result is qualitatively valid for all aperture distributions with constant phase. The radius of the beam is approximately equal to the aperture width $\rho_{a}$ in the near-field region $0<z<\pi \rho_{a}^{2} / \lambda \approx D^{2} / \lambda$ where $D \approx 2 \rho_{a}$. This is a result of GO transmission of a wave with plane phase-front. In the far-field region the beamwidth starts to increase and approaches a linear increase with $z$, in a way that the angular extent becomes constant and is given approximately by $\theta_{0}=\lambda /\left(\pi \rho_{a}\right) \approx \lambda / D$. This effect is commonly referred to as aperture diffraction.

### 7.6.5 GO radiation from aperture with strongly curved wavefront

When the phase-front of the aperture field curves so much that the phase error at $\rho=\rho_{a}$ is much larger than $60^{\circ}$, i.e.,

$$
\begin{equation*}
\phi\left(\rho_{a}\right)-\phi(0)=k \rho_{a}^{2} /(2 L) \gg 1, \quad \text { i.e., } \quad L \ll \frac{1}{2} k \rho_{a}^{2} \tag{7.95}
\end{equation*}
$$



Figure 7.22: * 8.7 dB beamwidth of Gaussian beam as a function of distance from the aperture. (a) Constant phase aperture. (b) Spherical phase aperture.
we see that the beam radius changes with increasing $z$ according to

$$
\begin{equation*}
\rho(z) \approx \rho_{\mathrm{GO}}(z)=(z+L) \rho_{a} / L \tag{7.96}
\end{equation*}
$$

Thus, the beam diverges linearly with increasing $z$ already from the aperture plane. The angular beamwidth is constant and equal to $\theta_{0}=\rho_{a} / L$. The phase errors in the aperture are spherical. They may, e.g., originate from the far-field of an antenna located at $z=-L$, as the far-field always has a spherical phase-front. If the phase errors are sufficiently large the beam simply continues to propagate through the aperture in the same way as it did to come to the aperture.

The equations in Subsection 7.6.3 are approximately valid also for broad beams resulting from strongly curved phase-fronts in the aperture, provided $\rho_{a}$ is measured along the curved phase-front and not in the aperture plane. The GO transmission dominates in this case for which the beam has the same angular extent at all radial distances from the spherical aperture, when measured from the center of curvature of the wavefronts. See Fig. 7.22 and Fig. 7.23*.


Figure 7.23: *Illustration of Gaussian beam: (a) Plots of GO cone, diffraction cone and 8.7 dB beamwidth. (b) Contour plot of the same case.

### 7.6.6 Alternative expressions for Gaussian beam parameters

The Gaussian near-field beam as expressed by the equations (7.79)-(7.84) are easily interpretable by introducing the diffraction and GO cones. However, it is also possible to express the beam parameters conveniently by means of the beam waist $\rho_{\text {min }}$ and the beam waist location $z_{\text {min }}$, see Fig. 7.24. Then, the equations become simpler. The beam waist is the narrowest 8.7 dB radius $\rho\left(z_{\text {min }}\right)=\rho_{\text {min }}$ along the beam. This can be found by requiring that $\partial \rho(z) / \partial z=0$ with $\rho(z)$ given by Eq. (7.80). This has the solution

$$
\begin{equation*}
z_{\min }=-L \theta_{\mathrm{GO}}^{2} /\left(\theta_{\mathrm{dif}}^{2}+\theta_{\mathrm{GO}}^{2}\right), \tag{7.97}
\end{equation*}
$$

where $\theta_{\text {dif }}$ and $\theta_{\text {GO }}$ are the same as in (7.88). This location is for positive $L$ behind the aperture, where the field solutions are not valid. Still, $z_{\text {min }}$ defines where the beam waist would have been located if the Gaussian beam had been continued for negative $z$. When $L$ is negative, $z_{\min }$ is in front of the aperture. After $z_{\text {min }}$ has been calculated, the beam waist $\rho_{\text {min }}=\rho\left(z_{\text {min }}\right)$ is easily evaluated from (7.80).

Now we may introduce the confocal distance

$$
\begin{equation*}
z_{c}=\pi \rho_{\min }^{2} / \lambda \tag{7.98}
\end{equation*}
$$

which corresponds to the far-field distance $D^{2} / \lambda$ of an aperture with diameter $D=\sqrt{\pi} \rho_{\min }$. Then, (7.80)-(7.82) simplify to

$$
\begin{align*}
\rho(z) & =\rho_{\min } \sqrt{1+\left(\frac{z-z_{\min }}{z_{c}}\right)^{2}}, \\
C(z) & =\frac{\left(z-z_{\min }\right)}{\left(z-z_{\min }\right)^{2}+z_{c}^{2}},  \tag{7.99}\\
\phi(z) & =\arctan \left(\frac{z-z_{\min }}{z_{c}}\right)+\arctan \left(\frac{z_{\min }}{z_{c}}\right) .
\end{align*}
$$

Therefore, if we first calculate the location and radius of the beam waist from the aperture field parameters $\rho_{a}$ and $L$, we can use the simple formulas in (7.99) to calculate the beam radius and center of curvature at any location $z$.

### 7.7 Complementary comments

Beams are often used to expand the field radiated by an aperture. A number of different type of beams have been introduced in the literature, the most popular of which are listed below

- Gaussian Beams (GB)
- Higher order Gaussian-Laguerre Beams (GLB) beams
- Higher order Gaussian-Hermite Beams (GHB) beams
- Bessel Beams (BB)
- Gaussian-Ray Basis Functions (GRBF)
- Complex Source Points (CSP)
- Complex Conical Beams (CCB)


Figure 7.24: Continuation of Gaussian beam for negative $z$ and illustration of location of beam waist. The dotted lines show the GO and diffraction cones when drawn from the original aperture at $z=0$, and the solid lines show the GO and diffraction cones when drawn from the beam waist at $z=z_{\text {min }}$.

GB [3]-[4], i.e., those treated in the previous section of this chapter, are the most commonly used, especially for representing fields radiated from conical corrugated horns and from reflectors. GB satisfies Maxwell's equations only in the paraxial region, namely close to the axis of propagation, but they may sometimes in practice work well to describe fields outside this region as well. GLB or GHB [5]-[6] deal with expansions around a preferred axis of propagation with the higher order terms representing the off-axis variations. They have the advantage of constituting an orthogonal set, and they are often used as basis for a mode matching technique. GLB and GHB are more suitable for describing rectangular and circular apertures, respectively. Their descriptive capability relaxes but not removes the restriction to the paraxial region, and this produces slow convergence when describing far out-of axis lobes.

In Fourier Optics, the field is often represented by a discrete spectrum of Bessel Beams (BB) [7]. BB are quite similar to GHB, but in spite of the latter they do not diffract as they propagate, thus exhibiting a non-physical behavior in the far-field region. However, they are useful in near-field and laser beam representations.

In contrast to the previously described GB plus higher order beams, which can provide a global description from an aperture, Gabor-type (or phase-space) expansions [8] and [11] provide a local far field (aperture field spectrum) description. The field is expanded using a lattice of beams that emerge from a set of points in the aperture plane and propagate from each point in a lattice of directions. The beam amplitudes are determined by the local radiation properties (local spectrum) of the aperture near the lattice spectral points. This beam representation can be viewed as a "local" expansion of the aperture field spectrum. It is seen that for off-axis observations, the localized nature of the spectral elements implies more rapid convergence than with global expansions [12].

In the Gabor-based Gaussian beam expansion, the basis set is complete. This poses a restriction on the choice of the spatial and spectral resolutions. The Gabor-frame scheme in [8]-[9] (termed there "windowed Fourier transform frame") relaxes this restriction by using overcomplete sets of GB's, thus enabling the user to choose the spatial and spectral resolutions so that they best fit the local properties of the source distribution. Furthermore, the flexi-
bility gained by using the over-complete frame expansion allows an efficient representation of ultrawide band (UWB) fields [10]-[11].

GRBF [13]-[14] are used to locally match the far field as in the Gabor expansion; however, they have more degrees of freedom. This is obtained by introducing an empirical extra parameter to a conventional Gaussian beam, in order to manually control beam width at a given distance from the source.

An alternative to the global expansion is represented by Complex Source Points (CSP) expansion [15]-[17]. A spherical wave of type $e^{-j k R} / R$ with $R=\sqrt{\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \cdot\left(\mathbf{r}-\mathbf{r}^{\prime}\right.}$ respects the wave equation also when the center of phase is formally displaced in a complex space $\mathbf{r}^{\prime}=\mathbf{r}_{0}-j \mathbf{b}$. The waveform obtained by this complex displacement is called CSP. After the analytical continuation, the complex distance $R$ is a multivalued function which respect to the radiation conditions if $\Re(R) \geq 0 . R$ can be equal to zero, and therefore the field is singular on a disc of radius $|\mathbf{b}|$ orthogonal to $\mathbf{b}$ and centered in $\mathbf{r}_{0}$. In the half space ( $\mathbf{r}-\mathbf{r}_{0}$ ) $\cdot \mathbf{b}>0$ the CSP has a behavior quite similar to a GB propagating along $\mathbf{b}$ with waist $|\mathbf{b}|$. CSP differs from a GB only far from axis and close to the disk of singularity (where the GB is regular). We emphasize that the GB is an approximate paraxial solution of the wave equation, while the CPS is an exact solution of the wave equation.

CSP have been used for expanding space domain Green's functions for layered dielectric media [18] and [21]. To this end, the spectral Green's function is represented in terms of exponentials by using GPOF method, thus leading to the CSP expansion by using the Sommerfeld integral. A similar technique is used to regularize the Kernel of 3D integral equation [20].

A complex source representation of an arbitrary source field inside a spherical region is based on the complex Huygens' principle. This was first proposed in [21], where an exact CPS expansion for arbitrary fields is presented in which the beams are launched from a single point in space and their coefficients are determined from the radiated field on a sphere in real space. In [20] the CPS expansion is obtained first by constructing equivalent currents on a spherical surface using the spherical wave expansion of the original sources, thereafter by extending the surface in complex space to obtain a continuous equivalent distribution of CPS, and finally by properly sampling the continuous distribution to obtain a discrete expansion.

The Conical beams introduced in [21] present a selective concentration of energy around the surface of a cone, and their representation rigorously satisfies the wave equation. An aperture field representation of these beams is generated in a natural way starting from the spectraldomain radiation integral, by expanding the electric field spectrum in a Fourier series, and by approximating the obtained Fourier series coefficients by a sum of complex exponentials using the generalized pencil-of-function method. This transforms the radiation integral to a simpler form which can be evaluated analytically.

### 7.8 Exercises to Chapter 7

1. Quadratic apertures in PEC and free space: Consider two quadratic radiating apertures, one located in a PEC ground plane, and the other located in an aperture plane in free space.

Assume that the aperture fields in both cases are uniformly distributed over the aperture, i.e.,

$$
\mathbf{E}_{a}(x, y)=E_{0} \hat{\mathbf{y}}, \quad \mathbf{H}_{a}(x, y)=-\frac{1}{\eta} E_{0} \hat{\mathbf{x}}
$$

for $|x|<a / 2$ and $|y|<a / 2$ where $\eta$ is the free space wave impedance and $\hat{\mathbf{y}}$ is the direction of the polarization. Write down the expressions for the far-field functions for both apertures. Find the expressions for the co- and cross-polar far-field functions for the two cases for a desired linear $y$-polarization. Assume that $a=3 \lambda$. What are the levels in dB for the relative cross-polar field at $\theta=10^{\circ}$ and $\theta=20^{\circ}$ in the $\varphi=45^{\circ}$ plane for each of the two cases? Find the levels in dBi for the relative sidelobe envelopes of the co-polar field at $\theta=90^{\circ}$ in the $\varphi=0^{\circ}$ and $90^{\circ}$ planes for both apertures.
2. Cross-polarization for PEC apertures: Consider the PEC aperture in exercise 7.1. Derive an expression for the location of the first sidelobe in the $\varphi=45^{\circ}$ plane, and find an expression for the relative level of it in dB . How does the level vary with increasing $a$.
3. Cross-polarization due to aperture field: Consider the same two apertures as in exercise 7.1, with the same desired polarization. Assume that the aperture field is now

$$
\mathbf{E}_{a}=E_{\mathrm{co}} \hat{\mathbf{y}}+E_{\mathrm{xp}} \hat{\mathbf{x}}, \quad \quad \mathbf{H}_{a}=-\frac{1}{\eta} E_{\mathrm{co}} \hat{\mathbf{x}}+\frac{1}{\eta} E_{\mathrm{xp}} \hat{\mathbf{y}}
$$

Assume that $E_{\mathrm{xp}}=0.005 E_{\mathrm{co}}$ and $E_{\mathrm{co}}=$ const, and derive the expressions for the co- and cross-polar radiation patterns of both apertures. What is the relative cross-polar level of the radiation pattern for $\theta=0^{\circ}$ ? What are the cross-polar levels at $\theta=10^{\circ}$ and $\theta=20^{\circ}$ in the $\varphi=45^{\circ}$ plane for the two cases, relative to the co-polar level in the same direction? What is the axial ratio of the resulting elliptical polarization at the same angles?
4. Circular apertures in PEC and free space: Repeat exercise 7.1 for a circular aperture of diameter $d=3 \lambda$ and uniform co-polar aperture distribution.
5. Location of beam waist: Derive the formula for the beam waist $W_{\min }$ and its location $z_{\min }$ relative to an aperture with a given wavefront with center of curvature at $z=-L$.
6. Focussing of Gaussian beam: Consider a Gaussian plane wave (propagating in negative $z$-direction) with 8.7 dB width $D / 2$ which hits a parabolic reflector with focal length $F$. After reflection from the paraboloid (located at $z=0$ ) the Gaussian beam gets a wavefront curvature $1 / F$. Where would you expect the beam waist to be located? Compare this with the actual expression for the location of the beam waist. How does the beam waist vary with $F / D$ for a large $D$ ? Calculate the beam waist when $F=D=10 \lambda$ and when $F=D=20 \lambda$.
7. See the exercises about arrays of open waveguides and small aperture in Chapter 10.
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## Chapter 8

## Horn antennas

Horn antennas are often used at microwave frequencies. Their sidelobes and directivity can be easily and accurately predicted. They often have low sidelobes and can have relative bandwidths up to 1.8 . Furthermore, they are normally easy to manufacture in small or moderate sizes. However, if the frequency is low or the required directivity is large, they become large and heavy compared to, e.g., reflector antennas. Horn antennas are commonly used as standard gain horns and as feeds for reflector antennas. They find also application as elements in array antennas. Some examples of horn antennas are shown in Fig. 8.1.

The horn antenna is easily fed from a rectangular, quadratic, or circular waveguide. It is most often designed to have a straight flare from the waveguide opening to the aperture, through which the modal field in the waveguide is transformed to the corresponding field in the aperture. In this chapter we first explain the different methods used to analyze horn antennas. Then, we study horns which are flared only in E-plane or H-plane, referred to as E-plane and H-plane sector horns, respectively. Thereafter, we treat the pyramidal horn, which is flared in both planes, and the conical horn with a circular aperture. We also describe corrugated pyramidal and conical horns. In all cases we show how the aperture field can be constructed from the appropriate waveguide mode.


Figure 8.1: Examples of horn antennas.


Figure 8.2: Open waveguides.

### 8.1 Calculation methods

Here we describe the different analytical and numerical methods that are used to model horn antennas. The first four approaches in Subsections 8.1.1-8.1.4 are based on approximating the aperture field by using the basic propagating mode inside the horn, and thereafter using the PEC or Huygens equivalent to calculate the far-field function. The approach in Subsection 8.1.5 is based on a numerical calculation of the aperture field using the mode matching technique, and thereafter using the PEC or free space equivalent. This approach can be refined with a Method of Moments (MoM) solution for the outer structure. Finally, in Subsection 8.1.6 we describe how the Method of Moments can be used to calculate the physical currents along the axial cross-section of the complete horn antenna when it is excited from the input waveguide. It is also possible to design horn antennas by using other solution methods for modeling the complete horn such as the Finite Element Method (FEM) or the Finite Difference Time Domain technique (FDTD).

### 8.1.1 Cylindrical waveguide plane aperture approach

The simplest waveguide-fed antenna is just an open-ended waveguide (Fig. 8.2). This may be analyzed by assuming that the aperture field is given by the fields of the excited single mode propagating in the waveguide. For waveguides with rectangular and circular cross-sections these modal fields can be found in textbooks on field theory. When the E-and H-fields in the aperture have been found, we can use the PEC or free space equivalents. The Huygens equivalent cannot be used, because the aperture impedance will be very different from the free space impedance due to the small aperture width. The free space equivalent will not be accurate either, because the currents induced on the outer waveguide walls contribute significantly to the radiation, and these currents are neglected in the free space equivalent. The PEC equivalent is accurately and easily applied if the aperture resides in a large ground plane.


Figure 8.3: Sector horn antenna with circular cylindrical aperture surface.


Figure 8.4: The conical horn antenna (left) and the spherical sector horn antenna (right).

### 8.1.2 Radial cylindrical waveguide approach

There exist analytical modal solutions for the fields in sector waveguides. They are expressed in terms of cylindrical waves propagating in the radial direction and can be found in textbooks on field theory. The fields of the basic mode can be used to approximate the aperture field of sector horn antennas (Fig. 8.3). The approximation is acceptable if the two broad walls of the sector horns have a curved circular rim at the aperture which center of curvature $P$ is in the apex of the sector. The free space equivalent should be used.

### 8.1.3 Conical and spherical sector waveguide approach

There exist also analytical solutions for the modal fields in conical and spherical waveguides. The conical waveguide has a rotationally symmetric wall which coincides with a $\theta$-cone in a coordinate system which is located with its $z$-axis along the symmetry axis and its origin in the apex of the cone formed by the walls. The spherical waveguide has four walls which coincide with two $\theta$-cones and two $\varphi$-planes in a coordinate system which is located with the $x y$-plane cutting through the center of the horn between the two conical walls. The modes of both structures can be expressed in terms of spherical wave functions, and they can be used to approximate the aperture field of both conical horn antennas and spherical sector horn antennas (Fig. 8.4). The resulting aperture field and the Huygens equivalent give quite accurate results, in particular when a spherical aperture surface is used.

### 8.1.4 Flared cylindrical waveguide approach

The horn geometries in Subsections 8.1.2 and 8.1.3 can also be analyzed by approximating the aperture field distribution over the cylindrical or spherical aperture surface, in a way that it becomes equal to that of a corresponding cylindrical waveguide over its flat aperture surface. This waveguide must have the same rectangular or circular cross-section as the rim of the actual aperture. This approximation is quite good for horns with small flare angles. Once the approximate aperture field has been found, the Huygens equivalent can be used. The advantage of the flared cylindrical waveguide approach is that the analytic form of the aperture field is much simpler than the spherical wave forms otherwise needed. In the latter case we may even need to use the wave functions of non-integer order, which are normally not included in mathematical software libraries for special functions.

The cylindrical or spherical aperture surface can even be approximated by a plane surface if the aperture field is projected on it by using the paraxial approximation. In this way the spherical phase-front becomes a quadratic phase variation over the plane aperture. The advantage of this approach is that it is possible to solve the radiation integral analytically. This approach is quite accurate for small flare angles, but the resulting analytic expressions for the far-field function are so complex that they hardly present any improvement compared to a numerical solution of the original radiation integral. We will still use this approach in Sections 8.2 to 8.8 in combination with numerical integration because it makes it possible to obtain and plot universal radiation patterns which can easily be scaled to different horn dimensions.

### 8.1.5 Mode matching approach

It is nowadays very common to analyze flared horns with rectangular and circular crosssections by using mode matching. By this approach the geometry along the whole length of the horn is divided in cascaded sections of cylindrical waveguides of circular or rectangular cross-sections. The cross-section of each section is determined by the actual cross-sectional shape of the horn, and the length of each section must be small enough to model the actual profile with sufficient accuracy (Fig. 8.5). The field within each rectangular or circular section is expressed as a finite series of rectangular or circular cylindrical waveguide modes with initially unknown coefficients. The coefficients are determined by matching the fields at each interface. This is done successively from the aperture to the feed waveguide where a given basic waveguide mode excites the horn. The radiating horn aperture can be analyzed by using a free space equivalent for each mode in the waveguide section closest to the aperture.

The mode matching approach is known to be extremely accurate both for the return loss and the radiation pattern. If it is combined with an accurate Method of Moments solution of the exterior horn structure by using the PEC equivalent, the radiation pattern will be very accurate also in the backward direction.

The whole rim of the horn needs to be located in a plane coinciding with the virtual wall of the last cascaded section. The mode matching approach is well suited for analyzing corrugated conical or pyramidal horns. The calculations need to be carefully checked with respect to convergence by increasing the number of cascaded sections and the number of modes in each section. In particular, many modes are needed if the flare angle is large.


Figure 8.5: Modeling a conical (left) and pyramidal (right) horn by cascaded circular and rectangular cylindrical waveguide sections, respectively.


Figure 8.6: Segmentation of the outer and inner cross-section of a rotationally symmetric horn antenna for solution by the Method of Moments.

### 8.1.6 Method of Moments approach

A complete numerical model of a horn can also be obtained by exciting it with an infinitesimal dipole inside the waveguide and calculating the induced currents on the whole surrounding structure by the Method of Moments (MoM), see Fig. 8.6. This is feasible for rotationally symmetric horn antennas with $\mathrm{BOR}_{0}$ or $\mathrm{BOR}_{1}$ excitations, as MoM software for Bodies of Revolution (BOR) is available (Fig. 8.7). The computation time is long and the storage requirement is large, so the approach is most suitable for small horns. In this approach there are problems with unphysical field resonances at specific frequencies, which cause unreliable results. These problems are most severe for large horn antennas. However, it is not difficult to filter out the invalid results from the usable ones.

Rectangular horn antennas can also be modelled by a complete MoM approach, using software for three-dimensional structures (3D). This approach is even more time-consuming than the BOR MoM approach. Nevertheless, it has been used and plausible results have been reported.


Figure 8.7: The E-plane sector horn antenna with cylindrical aperture (left) and with plane aperture (right). The direction of the E-field lines is marked.


Figure 8.8: Geometry of E-plane sector horn.

### 8.2 E-plane sector horn

The E-plane sector horn is shown in Figs. 8.7 and 8.8. It is excited by a rectangular waveguide with a $\mathrm{TE}_{10}$ mode. The width in H-plane is the same as the waveguide width $a$, and the aperture width in E-plane is $b$ with flare angle $\alpha_{E}$. The rim of the horn may be straight so that the aperture surface becomes plane. Alternatively, the rim of the two broad walls may be curved to follow the cylindrical wavefront at the opening of the horn as shown to the left in Fig. 8.7.

### 8.2.1 Flared cylindrical waveguide approach

In order to find the radiation field we must assume a known aperture field. We may approximate it by using the flared cylindrical waveguide approach described in Subsection 8.1.4, i.e., as a $\mathrm{TE}_{10}$ rectangular waveguide mode with a cylindrical phase-front. This is done as follows. Inside a rectangular waveguide the $\mathrm{TE}_{10}$ mode has the transverse field distribution

$$
\begin{equation*}
\mathbf{E}_{w}\left(x^{\prime}, y^{\prime}\right)=E_{0} \cos \left(\pi x^{\prime} / a\right) \hat{\mathbf{y}} \quad \text { for }\left|x^{\prime}\right|<a / 2,\left|y^{\prime}\right|<b / 2 . \tag{8.1}
\end{equation*}
$$

In the sector waveguide formed by the horn, the wavefront will be cylindrical rather than plane. Then, we may assume the same field distribution over the cylindrical wavefront, with
$y^{\prime}$ replaced by the path length $l^{\prime}=\alpha_{y} L_{y}$ for $\alpha_{y} \leq \alpha_{E}$, where $\tan \alpha_{E}=b /\left(2 L_{y}\right)$ with $L_{y}$ the radius of curvature of the cylindrical wavefront in the aperture, i.e., the flare length of the horn. Furthermore, the field in the sector waveguide will have to decay according to $1 / \sqrt{R_{y}}$ away from the apex in order to conserve the power, where $R_{y}=\sqrt{y^{\prime} y^{\prime}+\left(z^{\prime}+L_{y}\right)\left(z^{\prime}+L_{y}\right)}$, and $z^{\prime}=-L_{y}$ is the location of the apex. Thus, the field in the sector waveguide can be approximated by

$$
\begin{equation*}
\mathbf{E}\left(x^{\prime}, \alpha_{y}, z^{\prime}\right)=E_{0} \cos \left(\pi x^{\prime} / a\right)\left[e^{-j k R_{y}} / \sqrt{R_{y}}\right] \hat{\boldsymbol{\alpha}}_{y} \quad \text { for }\left|x^{\prime}\right|<a / 2,\left|\alpha_{y}\right|<\alpha_{E} \tag{8.2}
\end{equation*}
$$

with

$$
\hat{\boldsymbol{\alpha}}_{y}=\cos \alpha_{y} \hat{\mathbf{y}}-\sin \alpha_{y} \hat{\mathbf{z}}, \quad \alpha_{y}=\arctan \left(y^{\prime} / L_{y}\right)
$$

The field in the cylindrical aperture defined by $R_{y}=L_{y}$ becomes

$$
\begin{equation*}
\mathbf{E}_{a}\left(x^{\prime}, \alpha\right)=E_{0}^{\prime} \cos \left(\pi x^{\prime} / a\right) \hat{\boldsymbol{\alpha}}_{y} \quad \text { for }\left|x^{\prime}\right|<a / 2,\left|\alpha_{y}\right|<\alpha_{E} \tag{8.3}
\end{equation*}
$$

with $E_{0}^{\prime}=E_{0} e^{-j k L_{y}} / \sqrt{L_{y}}$. The cylindrical aperture surface is described by $R_{y}=L_{y}$ or equivalently by the coordinate vector

$$
\begin{aligned}
\mathbf{r}_{a} & =x^{\prime} \hat{\mathbf{x}}+y^{\prime} \hat{\mathbf{y}}+\left(\sqrt{L_{y}^{2}-\left(y^{\prime}\right)^{2}}-L_{y}\right) \hat{\mathbf{z}} \\
& =x^{\prime} \hat{\mathbf{x}}+L_{y} \sin \alpha_{y} \hat{\mathbf{y}}+L_{y}\left(\cos \alpha_{y}-1\right) \hat{\mathbf{z}}
\end{aligned}
$$

when the origin of the coordinate system is taken to be in the center of the aperture. The surface normal is seen to be $\hat{\mathbf{n}}_{a}=\sin \alpha_{y} \hat{\mathbf{y}}+\cos \alpha_{y} \hat{\mathbf{z}}$. We can now use the Huygens free space equivalent as described in Section 7.2.1. By using (7.6) and (7.7) with (8.3), the far-field function becomes

$$
\begin{equation*}
\mathbf{G}(\mathbf{r})=-\int_{-\alpha_{E}}^{\alpha_{E}} \int_{-a / 2}^{a / 2} E_{0}^{\prime} \cos \left(\pi x^{\prime} / a\right) \mathbf{G}_{H}\left(\hat{\boldsymbol{\alpha}}_{y}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right) e^{j k \mathbf{r}_{a} \cdot \hat{\mathbf{r}}} d x^{\prime} L_{y} d \alpha_{y}, \tag{8.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{G}_{H}\left(\hat{\boldsymbol{\alpha}}_{y}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right)=C_{k}\left[\hat{\boldsymbol{\alpha}}_{y}-\left(\hat{\boldsymbol{\alpha}}_{y} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}-\left(\hat{\boldsymbol{\alpha}}_{y} \times \hat{\mathbf{n}}_{a}\right) \times \hat{\mathbf{r}}\right] \tag{8.5}
\end{equation*}
$$

is the far-field function of a unit Huygens source. This integral can be evaluated accurately by numerical integration.

### 8.2.2 Paraxial approximation for plane aperture field

Sometimes we would want to perform the integration over the plane projection of the cylindrical aperture, as explained before in Section 8.1.4. The field in this plane aperture is obtained by using (8.2) with $z^{\prime}=0$ and $R_{y}=\sqrt{y^{\prime} y^{\prime}+L_{y} L_{y}}$. We can simplify the expression by assuming that $\alpha \ll 1$ and using the paraxial approximation for which

$$
\begin{equation*}
R_{y}=\sqrt{y^{\prime 2}+L_{y}^{2}} \approx L_{y} \quad \text { and } \quad \hat{\mathbf{n}}_{a}=\hat{\mathbf{z}} \tag{8.6}
\end{equation*}
$$

in amplitude expressions, and

$$
\begin{equation*}
R_{y}=\sqrt{L_{y}^{2}+y^{\prime 2}} \approx L_{y}+y^{\prime 2} /\left(2 L_{y}\right) \tag{8.7}
\end{equation*}
$$



Figure 8.9: *Radiation patterns of an E-plane sector horn for $a=0.5 \lambda, b=2.75 \lambda$ and $L_{y}=6 \lambda$. (a) E - and H -plane patterns. (b) Contour plot.


Figure 8.10: *Universal E-plane patterns for E-plane sector horn.
in phase expressions. This gives

$$
\begin{gather*}
\mathbf{E}\left(x^{\prime}, y^{\prime}\right) \approx E_{0}^{\prime} \cos \left(\pi x^{\prime} / a\right) e^{-j k y^{\prime 2} /\left(2 L_{y}\right)} \hat{\mathbf{y}} \quad \text { for }\left|x^{\prime}\right|<a / 2,\left|y^{\prime}\right|<b / 2  \tag{8.8}\\
\text { with } \quad E_{0}^{\prime}=E_{0} e^{-j k L_{y}} / \sqrt{L_{y}}
\end{gather*}
$$

The latter is a constant which we may choose arbitrarily, e.g., $E_{0}^{\prime}=1$.
We can now use the theory presented in Section 7.3.2, for the plane free space apertures, and equation (7.21) to get the far-field function

$$
\begin{equation*}
\mathbf{G}(\theta, \varphi)=-2 C_{k} \cos ^{2}(\theta / 2)[\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\varphi}] \tilde{A}(k \sin \theta \cos \varphi) \tilde{B}(k \sin \theta \sin \varphi) \tag{8.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{A}\left(k_{x}\right)=\int_{-a / 2}^{a / 2} \cos \left(\pi x^{\prime} / a\right) e^{j k_{x} x^{\prime}} d x^{\prime}=-\frac{2 \pi a \cos \left(k_{x} a / 2\right)}{\left(k_{x} a\right)^{2}-\pi^{2}}  \tag{8.10}\\
& \tilde{B}\left(k_{y}\right)=\int_{-b / 2}^{b / 2} e^{-j k y^{\prime 2} /\left(2 L_{y}\right)} e^{j k_{y} y^{\prime}} d y^{\prime} \tag{8.11}
\end{align*}
$$

and $k_{x}=k \sin \theta \cos \varphi, k_{y}=k \sin \theta \sin \varphi$. We can transform (8.11) to a universal integral by introducing $u=2 y^{\prime} / b$ and the maximum phase variation over the aperture

$$
\Phi_{\max }=k(b / 2)^{2} /\left(2 L_{y}\right)=k b^{2} /\left(8 L_{y}\right) .
$$

Then,

$$
\begin{equation*}
\tilde{B}\left(k_{y}\right)=F\left(k_{y}, b, \Phi_{\max }\right)=\frac{b}{2} \int_{-1}^{1} e^{-j u^{2} \Phi_{\max }} e^{j k_{y} b u / 2} d u \tag{8.12}
\end{equation*}
$$



Figure 8.11: Geometry of H-plane sector horn.

The analytic solution of (8.10) can be found in integral handbooks. The integral in (8.12) is most conveniently evaluated numerically. An analytic solution is also available, but it is so complicated that it cannot provide any extra physical insight. Therefore, the numerical evaluation of (8.12) is chosen herein.

### 8.2.3 Radiation patterns

The radiation patterns in the E- and H-planes for an example of an E-plane sector horn is shown in Fig. 8.9. The first sidelobes of the E-plane have grown into the main beam to form undesirable shoulders. The shoulders will reduce to sidelobes about 13.2 dB less the main beam level when $L_{y}$ increases. This is due to the uniform aperture illumination in E-plane. The universal E-plane pattern represented by $\tilde{B}\left(k_{y}\right)$ is plotted in Fig. 8.10 as a function of $b \sin \theta / \lambda$ for different choices of the maximum phase error $\Phi_{\max }{ }^{1}$. The actual E-plane pattern is obtained by multiplying the values in Fig. 8.9 with the Huygens source pattern $\cos ^{2}(\theta / 2)$. The E-plane sector horn is rarely used due to the high shoulders and sidelobes in E-plane.

### 8.3 H-plane sector horn

The H-plane sector horn is shown in Fig. 8.11. This is also fed by a $\mathrm{TE}_{10}$ rectangular waveguide mode. The H-plane cross-section is flared with an angle $\alpha_{H}$, and the E-plane width is equal to the waveguide height $b$.

### 8.3.1 Flared cylindrical waveguide approach

Following the flared cylindrical waveguide approach and using the same arguments as in Subsection 8.2.1, we now get an approximate cylindrical wave in the sector guide of the form

[^94]\[

$$
\begin{equation*}
\mathbf{E}\left(\alpha_{x}, y^{\prime}, z^{\prime}\right)=E_{0} \cos \left(\pi \alpha_{x} /\left(2 \alpha_{H}\right)\right)\left[e^{-j k R_{x}} / \sqrt{R_{x}}\right] \hat{\mathbf{y}} \tag{8.13}
\end{equation*}
$$

\]

for $\left|\alpha_{x}\right| \leq \alpha_{H},\left|y^{\prime}\right|<b / 2$, with,

$$
\alpha_{x}=\arctan \left(x^{\prime} / L_{x}\right) \quad \text { and } \quad R_{x}=\sqrt{\left(x^{\prime}\right)^{2}+\left(z^{\prime}+L_{x}\right)^{2}}
$$

The aperture surface is described by

$$
\begin{aligned}
\mathbf{r}_{a} & =x^{\prime} \hat{\mathbf{x}}+y^{\prime} \hat{\mathbf{y}}+\left(\sqrt{L_{x}^{2}+x^{\prime 2}}-L_{x}\right) \hat{\mathbf{z}} \\
& =L_{x} \sin \alpha_{x} \hat{\mathbf{x}}+y^{\prime} \hat{\mathbf{y}}+L_{x}\left(\cos \alpha_{x}-1\right) \hat{\mathbf{z}}
\end{aligned}
$$

with the surface normal vector $\hat{\mathbf{n}}_{a}=\sin \alpha_{x} \hat{\mathbf{x}}+\cos \alpha_{x} \hat{\mathbf{z}}$. The far-field function is found in the same way as in Subsection 8.2.1 to be

$$
\begin{equation*}
\mathbf{G}(\hat{\mathbf{r}})=-\int_{-\alpha_{H}}^{\alpha_{H}} \int_{-b / 2}^{b / 2} E_{0}^{\prime} \cos \left(\frac{\pi \alpha_{x}}{2 \alpha_{H}}\right) \mathbf{G}_{H}\left(\hat{\mathbf{y}}_{a}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right) e^{j k \mathbf{r}_{a} \cdot \hat{\mathbf{r}}} d y^{\prime} L_{x} d \alpha_{x} \tag{8.14}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{G}_{H}\left(\hat{\mathbf{y}}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right)=C_{k}\left[\hat{\mathbf{y}}-(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}}-\left(\hat{\mathbf{y}} \times \hat{\mathbf{n}}_{a}\right) \hat{\mathbf{r}}\right] \tag{8.15}
\end{equation*}
$$

being the radiation field of the unit $y$-polarized Huygens source. We can accurately evaluate (8.14) with (8.15) by numerical integration, but we will as well proceed with the paraxial approximation in order to get the radiation integral in a universal form.

### 8.3.2 Paraxial approximation for plane aperture field

Using the paraxial approximation we get the following aperture field, in the same way as in Subsection 8.2.2,

$$
\begin{equation*}
\mathbf{E}_{a}\left(x^{\prime}, y^{\prime}\right)=E_{0}^{\prime} \cos \left(\pi x^{\prime} / a\right) e^{-j k x^{\prime 2} /\left(2 L_{x}\right)} \hat{\mathbf{y}} \tag{8.16}
\end{equation*}
$$

for $\left|x^{\prime}\right|<a / 2$ and $\left|y^{\prime}\right|<b / 2$. The far-field function becomes

$$
\begin{gather*}
\mathbf{G}(\theta, \varphi)=-2 C_{k} \cos ^{2}(\theta / 2)[\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}] \tilde{A}(k \sin \theta \cos \varphi) \tilde{B}(k \sin \theta \sin \varphi),  \tag{8.17}\\
\tilde{A}\left(k_{x}\right)=\int_{-a / 2}^{a / 2} \cos \left(\pi x^{\prime} / a\right) e^{-j k x^{\prime 2} /\left(2 L_{x}\right)} e^{j k_{x} x^{\prime}} d x^{\prime},  \tag{8.18}\\
\tilde{B}\left(k_{y}\right)=\int_{-b / 2}^{b / 2} e^{j k_{y} y^{\prime}} d y^{\prime}=b \frac{\sin \left(k_{y} b / 2\right)}{k_{y} b / 2} . \tag{8.19}
\end{gather*}
$$

We can transform (8.18) to a universal integral by introducing $u=2 x^{\prime} / a$ and the maximum phase variation $\Phi_{\text {max }}$ over the aperture:

$$
\begin{equation*}
\Phi_{\max }=k(a / 2)^{2} /\left(2 L_{x}\right)=k a^{2} /\left(8 L_{x}\right) . \tag{8.20}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\tilde{A}\left(k_{x}\right)=F\left(k_{x}, a, \Phi_{\max }\right)=\frac{a}{2} \int_{-1}^{1} \cos (\pi u / 2) e^{-j u^{2} \Phi_{\max }} e^{j k_{x} a u / 2} d u . \tag{8.21}
\end{equation*}
$$

This Fourier transform can be evaluated numerically and general results be presented as a function of $a \sin \theta / \lambda$ for certain choices of the maximum phase variation $\Phi_{\max }$. Eq. (8.21) can even be evaluated analytically, but the solution has a very complicated form, so we will not present it here. It is most conveniently evaluated numerically.


Figure 8.12: *Radiation patterns of an H-plane sector horn for $a=5.5 \lambda, b=0.25 \lambda$ and $L_{x}=6 \lambda$. (a) E- and H-plane patterns. (b) Contour plot.


Figure 8.13: *Universal H-plane patterns for H-plane sector and pyramidal horns.

### 8.3.3 Radiation patterns

The E- and H-plane radiation patterns of an example of a H-plane sector horn are shown in Fig. 8.12^. We see that there are no sidelobes and shoulders. For larger horns there will be sidelobes in H-plane, but the highest first lobe will always be more than 22 dB below the main beam maximum. The universal H-plane pattern based on (8.21) is shown in Fig. 8.13 with $\Phi_{\max }$ as parameter*. This must be multiplied with the Huygens source pattern $\cos ^{2}(\theta / 2)$ in order to be complete. We see that the sidelobes are less than those for the E-plane sector horn. The E-plane pattern in Fig. 8.12 is very similar to the H-plane pattern in Fig. 8.9 even though the aperture distributions are different. The reason is that the aperture diameters in the two planes are so small that the dominant contribution to the shapes of the radiation patterns are the Huygens factor $\cos ^{2}(\theta / 2)$ which is the same in both cases.

### 8.4 Pyramidal horn

The pyramidal horn is shown in Fig. 8.14. It is flared both in the E- and H-planes, and the flare angles and the apexes of the flares may generally be different in the two planes. If the apexes coincide we may assume a propagating spherical mode inside the horn. Under the same approximation as used in Sections 8.2 and 8.3 this may be expressed by

$$
\begin{equation*}
\mathbf{E}\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=E_{0}^{\prime} \cos \left(\frac{\pi \alpha_{x}}{2 \alpha_{H}}\right) \frac{1}{R} e^{-j k R} \hat{\boldsymbol{\alpha}}_{y} \tag{8.22}
\end{equation*}
$$

for $\left|\alpha_{x}\right|<\alpha_{H}$ and $\left|\alpha_{y}\right|<\alpha_{E}$, with

$$
R=\sqrt{x^{\prime 2}+y^{\prime 2}+\left(z^{\prime}+L\right)^{2}} .
$$



Figure 8.14: Geometry of pyramidal horn.

The spherical aperture is described by

$$
\begin{aligned}
\mathbf{r}_{a}\left(x^{\prime}, y^{\prime}\right) & =x^{\prime} \hat{\mathbf{x}}+y^{\prime} \hat{\mathbf{y}}+\left(\sqrt{L^{2}-x^{\prime 2}-y^{\prime 2}}-L\right) \hat{\mathbf{z}} \\
& =L \sin \alpha_{x} \hat{\mathbf{x}}+L \sin \alpha_{y} \hat{\mathbf{y}}+\left(L \sqrt{1-\sin ^{2} \alpha_{x}-\sin ^{2} \alpha_{y}}-L\right) \hat{\mathbf{z}}
\end{aligned}
$$

with the surface normal vector $\hat{\mathbf{n}}_{a}=\sin \alpha_{x} \hat{\mathbf{x}}+\sin \alpha_{y} \hat{\mathbf{y}}+\sqrt{1-\sin ^{2} \alpha_{x}-\sin ^{2} \alpha_{y}} \hat{\mathbf{z}}$. In the same way as before the far-field function becomes, but now by integration over the spherical phase-front in the aperture,

$$
\begin{equation*}
\mathbf{G}(\hat{\mathbf{r}})=-\int_{-\alpha_{H}}^{\alpha_{H}} \int_{-\alpha_{E}}^{\alpha_{E}} E_{0}^{\prime} \cos \left(\frac{\pi \alpha_{x}}{2 \alpha_{H}}\right) \mathbf{G}_{H}\left(\hat{\boldsymbol{\alpha}}_{y}, \hat{\mathbf{n}}_{a}, \hat{\mathbf{r}}\right) e^{j k \mathbf{r}_{a} \cdot \hat{\mathbf{r}}} L^{2} d \alpha_{x} d \alpha_{y}, \tag{8.23}
\end{equation*}
$$

with $\mathbf{G}_{H}$ the same as in (8.5) and $\hat{\mathbf{n}}_{a}=\sin \alpha_{x} \hat{\mathbf{x}}+\sin \alpha_{y} \hat{\mathbf{y}}+\cos \alpha_{x} \cos \alpha_{y} \hat{\mathbf{z}}$, the normal vector to the doubly curved aperture surface.

We get now in the same way as in Subsections 8.2 .1 and 8.3 .1 by using the paraxial approximation the following aperture field

$$
\begin{equation*}
\mathbf{E}_{a}\left(x^{\prime}, y^{\prime}\right)=E_{0}^{\prime} \cos \left(\pi x^{\prime} / a\right) e^{-j k\left[x^{\prime 2}+y^{\prime 2}\right] /(2 L)} \hat{\mathbf{y}} \tag{8.24}
\end{equation*}
$$

for $\left|x^{\prime}\right|<a / 2$ and $\left|y^{\prime}\right|<b / 2$ where $L$ is the distance from the aperture plane to the apex of the horn. We can generalize this to different apex locations $L_{x}$ and $L_{y}$ for the $x z$ - and $y z$-planes of the horn as follows

$$
\begin{equation*}
\mathbf{E}_{a}\left(x^{\prime}, y^{\prime}\right)=E_{0}^{\prime} \cos \left(\pi x^{\prime} / a\right) e^{-j k\left[x^{\prime 2} /\left(2 L_{x}\right)+y^{\prime 2} /\left(2 L_{y}\right)\right]} \hat{\mathbf{y}} \tag{8.25}
\end{equation*}
$$

for $\left|x^{\prime}\right|<a / 2$ and $\left|y^{\prime}\right|<b / 2$. Further, in the same way as before, we obtain the far-field function

$$
\begin{equation*}
\mathbf{G}(\hat{\mathbf{r}})=-2 C_{k} \cos ^{2}(\theta / 2)[\sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}}] \tilde{A}(k \sin \theta \cos \varphi) \tilde{B}(k \sin \theta \sin \varphi), \tag{8.26}
\end{equation*}
$$

with $\tilde{A}\left(k_{x}\right)$ the same as in (8.18) and $\tilde{B}\left(k_{x}\right)$ the same as in (8.11). This means that the E-plane pattern is equal to that of the E-plane sector horn, and the H-plane pattern is equal to that of the H-plane sector horn. Therefore, the universal E- and H-plane patterns in Fig. 8.9 and 8.13 apply also to the pyramidal horn. These two universal patterns are for $\phi_{\max }=90^{\circ}$ combined


Figure 8.15: *Universal contour radiation pattern of a pyramidal horn when the maximum phase variation over the aperture is $90^{\circ}$ in both planes. 5 dB contours down to -45 dB .
to a universal contour plot in Fig. 8.15*. We see that the highest sidelobes appear in the two principal planes, which we already know from the treatment of rectangular apertures in Section 7.4.

There exists also a MATLAB code for calculation of the directivity of a pyramidal horn antenna with given dimensions of the feed waveguide and the aperture. Pyramidal horns are often used as standard gain horns.

### 8.5 Corrugated surfaces

We have seen in Sections 8.2, 8.3 and 8.4 that the E-plane radiation patterns of horn antennas have high sidelobes or shoulders in the main beam. This is undesirable, and we shall discuss how this can be improved by corrugating the E-plane walls of the horn (i.e., the walls that are parallel with the H -field and normal to the E-field in the aperture).
Fig. 8.16 shows the cross-section of a surface which is corrugated with grooves orthogonal to the plane of incidence. We explain below how this surface behaves for plane wave incidence. The coordinate system used in the explanations are given in Fig. 8.16.

### 8.5.1 Principle of operation in H-plane

First we consider the polarization for which the E-field is orthogonal to the plane of incidence (Fig. 8.16a). This corresponds to the H-plane in antennas with two planes of symmetry. The E-field is parallel with the grooves and the ridges. If the grooves are narrower than $\lambda / 2$, the


Figure 8.16: Cross-section of corrugated surface and its coordinate system.

E-field cannot penetrate into the grooves because the corresponding parallel plate waveguide formed by the walls in each groove has a cut-off frequency when the groove width is $w=\lambda / 2$. Therefore, the E-field will instead be short-circuited by the ridges to become zero at the surface, as for a smooth PEC. The induced electric current at the surface will be $\mathbf{J}=\hat{\mathbf{x}} \times \mathbf{H}$ (from (4.14)) where $\mathbf{H}$ is the total H -field. We consider the H -plane, so the $y$-component of $\mathbf{H}$ is zero. Therefore, $\mathbf{J}$ will have a $y$-component only, and this can float in the surface along the ridges without being effected by the grooves. So, the corrugated surface works as a smooth PEC in H-plane.

### 8.5.2 Principle of operation in E-plane

In the E-plane the E-field has no $y$-component, and the H -field is oriented in $y$-direction and has a non-zero value at the surface (Fig. 8.16b). The induced current $\mathbf{J}=\hat{\mathbf{x}} \times \mathbf{H}$ will be $z$-directed and will try to float down into the grooves. For this polarization the parallel plate waveguide formed by the grooves has no cut-off, so the short-circuits at the bottom of the grooves will be transformed to open-circuited lines at the surface if the groove depth $d=\lambda / 4$. Therefore, the $z$-directed current will have to be zero at the surface, and this in turn means that the corresponding $y$-component of the H -field will be zero, so the corrugations have created an artificial magnetic conducting surface in E-plane. From studying the parallelplate transmission line formed by the grooves, when the groove depth $d$ is different from $\lambda / 4$, we can show that the ratio between $E_{z}$ and $H_{y}$ averaged over the surface becomes

$$
\begin{equation*}
Z_{z}=-E_{z} / H_{y}=j\left(\frac{w}{p}\right) \eta \tan \left(k_{g} d\right) \tag{8.27}
\end{equation*}
$$

where $\eta$ is the wave impedance inside the corrugations (most often free space), and $k_{g}$ is the guide wavenumber in the corrugations for propagation in the direction normal to the corrugated interface (for straight air-filled corrugations in a plane surface $k_{g}=k$ ). Eq. (8.27) is valid when the corrugation period is $p<0.5 \lambda$, preferable $p<0.25 \lambda$. The condition $p<0.5 \lambda$ is also necessary in order to avoid grating-lobes and multiple beams at the surface. The relation in (8.27) is commonly referred to as the surface impedance.


Figure 8.17: A transversely corrugated soft surface (left) and its PEC/PMC strip model (right).

### 8.5.3 Impedance boundary condition

We may replace the corrugated surface by a thin sheet of equivalent electric and magnetic surface currents and a null-field region behind it. From the discussion in Subsection 8.5.2 and from (4.12) the boundary condition in E-plane at this surface becomes

$$
\begin{gather*}
(\hat{\mathbf{x}} \times \mathbf{E})_{y}=-\mathbf{M}_{y},  \tag{8.28}\\
(\hat{\mathbf{x}} \times \mathbf{H})_{z}=\left(\hat{\mathbf{x}} \times \mathbf{H}_{y}\right) \cdot \hat{\mathbf{z}}=J_{z}=M_{y} / Z_{z} \tag{8.29}
\end{gather*}
$$

where $M_{y}$ is the induced equivalent magnetic current and $J_{z}=M_{y} / Z_{z}$ is the induced electric current at the surface. In H-plane we have

$$
\begin{align*}
& (\hat{\mathbf{x}} \times \mathbf{E})_{z}=0  \tag{8.30}\\
& (\hat{\mathbf{x}} \times \mathbf{H})_{y}=J_{y} \tag{8.31}
\end{align*}
$$

where $J_{y}$ is the induced electric current floating along the corrugation ridges. The surface impedance is infinite when $k_{g} d=\pi / 2$, i.e., $d=\lambda_{g} / 4$, so then,

$$
\begin{align*}
& (\hat{\mathbf{x}} \times \mathbf{H})_{z}=H_{y}=0,  \tag{8.32}\\
& (\hat{\mathbf{x}} \times \mathbf{E})_{z}=E_{y}=0, \tag{8.33}
\end{align*}
$$

which corresponds to the boundary condition at a surface made of parallel thin strips of PEC and PMC oriented in $y$-direction (Fig. 8.17).

The impedance boundary conditions in (8.28) - (8.31) and (8.32) - (8.33) can be used for accurate analysis of wave propagation along corrugated surfaces, provided wave propagation is orthogonal to the corrugations, i.e., in $y$-direction in Fig. 8.16. When the wave propagation has a component along the direction of the corrugations, the impedance boundary condition is not accurate.

### 8.5.4 Corrugations as soft surface

There are some nearly equivalent boundary conditions that are easier to use than the impedance boundary condition for constructing approximate field solutions and for interpreting field behavior. They are the soft and hard boundary conditions introduced in Section 4.1.4. By using Maxwell's equations it is possible to show that $H_{y}=0$ in (8.32) corresponds to
$E_{x}=0$. Therefore, by using also (8.33) we see that the transversely corrugated surface is soft regardless of polarisation because

$$
\begin{equation*}
E_{y}=E_{x}=0 \tag{8.34}
\end{equation*}
$$

and for this reason we refer to it as a soft surface. It is also possible, yet much more complicated, to realize polarization independent hard surfaces by means of corrugations [1]. Different realizations of soft surfaces and their bandwidth are summarized in [2].

### 8.5.5 Bandwidth and surface waves

The transversely corrugated soft surface is known to have a wide bandwidth. This means that if it is long enough, the vertical $x$-component of the E-field will be zero or close to zero at the surface even if the surface impedance is not infinity. The usable bandwidth is within the range where

$$
\pi / 2<k_{g} d<\pi
$$

which for air-filled straight corrugations means that

$$
\lambda / 4<d<\lambda / 2
$$

This corresponds to a relative bandwidth of $2: 1$. In practice the usable relative bandwidth is smaller, but can be up to 1.8 . The best soft E-plane performance is obtained when $k_{g} d=\pi / 2$ or $d \approx \lambda / 4$.

The corrugated soft surface does not work when the corrugations are shallower than $\lambda / 4$, because then surface wave solutions may exist. Surface waves are waves propagating along the surface with an exponential decay normal to it. These waves destroy the soft boundary condition completely. The same types of surface waves may be present when

$$
\lambda / 2<d<3 \lambda / 4
$$

In practice, the depth may be a bit shallower than $\lambda / 4$ and still give the soft boundary condition.

### 8.6 Corrugated pyramidal horn

This horn is similar to the pyramidal horn with smooth PEC walls, except that the two E-plane walls are corrugated to obtain a polarization independent soft surface as explained in Section 8.5. We can construct the aperture field by using the facts that $E_{y}=0$ at the smooth PEC walls, and $E_{y}=E_{x}=0$ at the corrugated soft surface wall. For $y$-polarization this gives a field solution inside the rectangular waveguide of the form

$$
\begin{equation*}
\mathbf{E}_{w}\left(x^{\prime}, y^{\prime}\right)=\cos \left(\pi x^{\prime} / a\right) \cos \left(\pi y^{\prime} / b\right) \hat{\mathbf{y}} . \tag{8.35}
\end{equation*}
$$

To an acceptable approximation the same field solution will also be present inside a rectangular waveguide with all four walls corrugated. The advantage of corrugating all walls is that the desired $\cos \left(\pi x^{\prime} / a\right) \cos \left(\pi y^{\prime} / b\right)$ aperture distribution is obtained for any polarization


Figure 8.18: Example of corrugated pyramidal horn and its cross section.
of the fields within the waveguide. If we now use the same assumptions as for the previous rectangular horn cases, we may construct the aperture field to be

$$
\begin{equation*}
\mathbf{E}\left(x^{\prime}, y^{\prime}\right)=\cos \left(\pi x^{\prime} / a\right) \cos \left(\pi y^{\prime} / b\right) e^{-j k\left[x^{\prime 2} /\left(2 L_{x}\right)+y^{\prime 2} /\left(2 L_{y}\right)\right]} \hat{\mathbf{y}} . \tag{8.36}
\end{equation*}
$$

If the corrugations are straight as shown in Fig. 8.18, the flare angle $\alpha$ in H-planes, must be very small in order to avoid generation of higher order modes in the horn. This can be avoided by curving the corrugations to follow the shape of the wavefronts inside the horn.

The two aperture integrals are obtained in the same way as before. We achieve the same type of universal radiation pattern in both E- and H-planes, i.e., the nice universal H-plane pattern in Fig. 8.13. The grooves do not need to make an angle of $90^{\circ}$ to the surface, but they have a larger bandwidth if they do.

### 8.7 Smooth conical horn

The conical horn is shown in Fig. 8.19. It is rotationally symmetric with flare angle $\alpha$. We will construct the aperture field by using the flared cylindrical waveguide approach like we did in Sections 8.2 and 8.3. We only consider $\mathrm{BOR}_{1}$ excitation by a $\mathrm{TE}_{11}$ circular cylindrical waveguide mode.

The field solution of this mode can be found in text books on elementary field theory. For linear $y$-polarization (see Eq. (7.44)) it is

$$
\begin{equation*}
E_{E}=E_{\rho}=\frac{1}{\rho^{\prime}} J_{1}\left(\kappa_{1} \rho^{\prime} / a\right) \sin \varphi^{\prime} \tag{8.37}
\end{equation*}
$$



Figure 8.19: Cross section of conical horn antenna.

$$
\begin{align*}
E_{H} & =E_{\varphi}=\frac{\partial}{\partial \rho^{\prime}}\left[J_{1}\left(\kappa_{1} \rho^{\prime} / a\right)\right] \cos \varphi^{\prime} \\
& =\left[-\frac{\kappa_{1}}{a} J_{2}\left(\kappa_{1} \rho^{\prime} / a\right)+\frac{1}{\rho^{\prime}} J_{1}\left(\kappa_{1} \rho^{\prime} / a\right)\right] \cos \varphi^{\prime} \tag{8.38}
\end{align*}
$$

for $\rho^{\prime} \leq a$, where $\kappa_{1}=1.841, J_{1}$ is the Bessel function of first kind and first order, and $J_{2}$ is the Bessel function of first kind and second order. $\kappa_{1}$ is determined from the requirement $E_{\varphi}=0$ at $\rho=a$. We can now use the $\mathrm{BOR}_{1}$ relations in Section 7.5 to express this as

$$
\begin{gather*}
E_{a_{y}}\left(\rho^{\prime}, \varphi^{\prime}\right)=E_{\mathrm{co}_{45}}\left(\rho^{\prime}\right)-E_{\mathrm{xp}_{45^{\circ}}}\left(\rho^{\prime}\right) \cos \left(2 \varphi^{\prime}\right),  \tag{8.39}\\
E_{a_{x}}\left(\rho^{\prime}, \varphi^{\prime}\right)=E_{\mathrm{xp}_{45^{\circ}}}\left(\rho^{\prime}\right) \sin \left(2 \varphi^{\prime}\right), \tag{8.40}
\end{gather*}
$$

where

$$
\begin{gather*}
E_{\mathrm{co}_{45^{\circ}}}\left(\rho^{\prime}\right)=\left[\frac{1}{\rho^{\prime}} J_{1}\left(\kappa_{1} \rho^{\prime} / a\right)+\frac{\kappa_{1}}{2 a} J_{2}\left(\kappa_{1} \rho^{\prime} / a\right)\right]=\frac{\kappa_{1}}{2 a} J_{0}\left(\kappa_{1} \rho^{\prime} / a\right),  \tag{8.41}\\
E_{\mathrm{xp}_{45^{\circ}}}\left(\rho^{\prime}\right)=\frac{\kappa_{1}}{2 a} J_{2}\left(\kappa_{1} \rho^{\prime} / a\right), \tag{8.42}
\end{gather*}
$$

in which $J_{0}$ is the zeroth order Bessel function of the first kind.
We can now use the same approach as in Section 8.2 to construct the aperture field on the spherical surface with the center of curvature in the apex of the horn. Doing this we arrive at

$$
\begin{align*}
& \mathbf{E}_{a}\left(\theta^{\prime}, \varphi^{\prime}\right)=E_{a_{y}}\left(\theta^{\prime}, \varphi^{\prime}\right) \hat{\mathbf{c o}}\left(\theta^{\prime}, \varphi^{\prime}\right)+E_{a_{x}}\left(\theta^{\prime}, \varphi^{\prime}\right) \hat{\mathbf{x p}}\left(\theta^{\prime}, \varphi^{\prime}\right)  \tag{8.43}\\
& \text { where } \quad E_{a_{y}}\left(\theta^{\prime}, \varphi^{\prime}\right)=E_{\mathrm{co}_{45}}\left(\theta^{\prime}\right)-E_{\mathrm{xp}_{45}}\left(\theta^{\prime}\right) \cos \left(2 \varphi^{\prime}\right),  \tag{8.44}\\
& E_{a_{x}}\left(\theta^{\prime}, \varphi^{\prime}\right)=E_{\mathrm{xp}_{45^{\circ}}}\left(\theta^{\prime}\right) \sin \left(2 \varphi^{\prime}\right),  \tag{8.45}\\
& \text { with } \quad E_{\mathrm{co}_{45^{\circ}}}\left(\theta^{\prime}\right)=J_{0}\left(\kappa_{1} \theta^{\prime} / \alpha\right),  \tag{8.46}\\
& E_{\mathrm{xp}_{45^{\circ}}}\left(\theta^{\prime}\right)=J_{2}\left(\kappa_{1} \theta^{\prime} / \alpha\right), \tag{8.47}
\end{align*}
$$

for $\theta^{\prime} \leq \alpha$ where $\theta^{\prime}$ is in radians. Here we have omitted the constant ( $\kappa_{1} / 2 a$ ) and have used the co- and cross-polar unit vectors defined by (2.55) - (2.56) in Section 2.3.5. The far-field function is obtained by using (7.7) in Section 7.2 .1 over the spherical cap, with $\eta \mathbf{J}_{a}=-\mathbf{E}_{a}\left(\theta^{\prime}, \varphi^{\prime}\right)$.
We can transform the field to the plane aperture by using the paraxial approximation. In the same way as before this yields

$$
\begin{gather*}
E_{a}\left(\rho^{\prime}, \varphi^{\prime}\right)=\left[E_{a_{y}}\left(\rho^{\prime}, \varphi^{\prime}\right) \hat{\mathbf{y}}+E_{a_{x}}\left(\rho^{\prime}, \varphi^{\prime}\right) \hat{\mathbf{x}}\right] e^{-j k \rho^{\prime 2} /(2 L)},  \tag{8.48}\\
\text { with } \quad E_{a_{y}}\left(\rho^{\prime}, \varphi^{\prime}\right)=E_{\mathrm{co}_{45^{\circ}}}\left(\rho^{\prime}\right)-E_{\mathrm{xp}_{45^{\circ}}}\left(\rho^{\prime}\right) \cos \left(2 \varphi^{\prime}\right), \tag{8.49}
\end{gather*}
$$



Figure 8.20: *Co- and cross-polar aperture-field and radiation patterns of a smooth conical horn. (a) Contour plot of aperture field. (b) Universal radiation patterns in $45^{\circ}$-plane. The parameter is the maximum phase variation $\phi_{\max }$ over the aperture. (c) Contour plots of universal radiation pattern for $\phi_{\max }=90^{\circ}$.

$$
\begin{align*}
& E_{a_{x}}\left(\rho^{\prime}, \varphi^{\prime}\right)=E_{\mathrm{xp}_{45^{\circ}}}\left(\rho^{\prime}\right) \sin \left(2 \varphi^{\prime}\right),  \tag{8.50}\\
& \text { where }  \tag{8.51}\\
&  \tag{8.52}\\
& E_{\mathrm{co}_{45^{\circ}}}\left(\rho^{\prime}\right)=J_{0}\left(\kappa_{1} \rho^{\prime} / a\right), \\
& \\
& E_{\mathrm{xp}_{45^{\circ}}}\left(\rho^{\prime}\right)=J_{2}\left(\kappa_{1} \rho^{\prime} / a\right) .
\end{align*}
$$

We have now a plane aperture and we can use the results in (7.53) to (7.56) in Subsection 7.5.1. Doing so, we obtain

$$
\begin{equation*}
\mathbf{G}(\hat{\mathbf{r}})=2 C_{k} \cos ^{2}(\theta / 2) \cdot\left\{\left[\tilde{E}_{\mathrm{co}_{45^{\circ}}}(\theta)-\tilde{E}_{\mathrm{xp}_{45^{\circ}}}(\theta) \cos 2 \varphi\right] \hat{\mathbf{c o}}+\tilde{E}_{\mathrm{xp}_{45^{\circ}}}(\theta) \sin 2 \varphi \hat{\mathbf{x}} \hat{\mathbf{p}}\right\} \tag{8.53}
\end{equation*}
$$

with $\hat{\mathbf{c o}}$ and $\hat{\mathbf{x p}}$ given by (2.55) and (2.56) and

$$
\begin{gather*}
\tilde{E}_{\mathrm{Co}_{45^{\circ}}}(\theta)=2 \pi \int_{0}^{a} J_{0}\left(\kappa_{1} \rho^{\prime} / a\right) e^{-j k \rho^{\prime 2} /(2 L)} J_{0}\left(k \rho^{\prime} \sin \theta\right) \rho^{\prime} d \rho^{\prime}  \tag{8.54}\\
\tilde{E}_{\mathrm{xp}_{45^{\circ}}}(\theta)=-2 \pi \int_{0}^{a} J_{2}\left(\kappa_{1} \rho^{\prime} / a\right) e^{-j k \rho^{\prime 2} /(2 L)} J_{2}\left(k \rho^{\prime} \sin \theta\right) \rho^{\prime} d \rho^{\prime} \tag{8.55}
\end{gather*}
$$

Universal patterns are obtained by substituting $u=\rho^{\prime} / a$ and $\Phi_{\text {max }}=k a^{2} /(2 L)$, the maximum phase variation over the aperture. This gives

$$
\begin{gather*}
\tilde{E}_{\mathrm{Co}_{45^{\circ}}}(\theta)=2 \pi a^{2} \int_{0}^{1} J_{0}\left(\kappa_{1} u\right) e^{-j \Phi_{\max } u^{2}} J_{0}(k a u \sin \theta) u d u  \tag{8.56}\\
\tilde{E}_{\mathrm{xp}_{45^{\circ}}}(\theta)=-2 \pi a^{2} \int_{0}^{1} J_{2}\left(\kappa_{1} u\right) e^{-j \Phi_{\max } u^{2}} J_{2}(k a u \sin \theta) u d u \tag{8.57}
\end{gather*}
$$

The universal radiation patterns in the $45^{\circ}$-plane as given in (8.56) and (8.57) are shown in Fig. $8.20(\mathrm{~b})^{\star}$, and the $u v$-contour plot of it in Fig. 8.20(c) ${ }^{\star}$. The far-field function must in this case be multiplied by $\cos ^{2}(\theta / 2)$ in order to get the correct pattern including the Huygens source. But this represents a minor correction in the vicinity of the main beam (for large horns with narrow beams). We see that the cross-polar sidelobe in the $45^{\circ}$-plane is very large and that the main beam gets a shoulder or a dip in the center for large phase errors. Therefore, conical horns with smooth walls are most often designed with phase variations $\phi_{\max }$ smaller than $45^{\circ}$. The cross-polar sidelobe can be reduced and the performance for large $\phi_{\text {max }}$ improved by means of corrugations, as described in the next section. Similar performance as with a corrugated horn, but over a much more limited bandwidth, can be obtained by using a dual mode horn (having smooth walls as well) [3]. This is a horn which is designed to contain both the $\mathrm{TE}_{11}$ and $\mathrm{TM}_{11}$ cylindrical waveguide modes in the aperture, including the quadratic phase.

### 8.8 Corrugated soft conical horn

The conical horn antenna has a high cross-polar sidelobe in the $45^{\circ}$-plane corresponding to differences in the E- and H-plane radiation patterns. The reason for this is that the metal cone is a PEC which has a soft boundary condition in H-plane and a hard boundary condition in E-plane. We know from Sections 8.5 and 8.6, that this can be improved by providing the horn with corrugated walls as shown in Fig. 8.21. The field distribution inside a corrugated circular waveguide, when the frequency is within the range where the corrugation represent a soft surface, can be found to be approximately

$$
\begin{equation*}
\mathbf{E}\left(\rho^{\prime}\right)=J_{0}\left(\kappa_{01} \rho^{\prime} / a\right) \hat{\mathbf{y}}, \tag{8.58}
\end{equation*}
$$



Figure 8.21: Cross section of example of conical corrugated horn antenna.
where $\kappa_{01}=2.405$ is the value of $x$ for the first null of $J_{0}(x)$. This aperture distribution is rotationally symmetric, zero at the rim, and there is no cross-polarization as shown in Fig. 8.22(a). These characteristics are due to the soft surface created by the corrugations. We can now use this to find an approximate aperture distribution for the conical corrugated horn by using the same procedure and paraxial approximation as in Section 8.7. The result is

$$
\begin{equation*}
\mathbf{E}\left(\rho^{\prime}\right)=J_{0}\left(\kappa_{01} \rho^{\prime} / a\right) e^{-j k \rho^{\prime 2} /(2 L)} \hat{\mathbf{y}}, \tag{8.59}
\end{equation*}
$$

where $L$ is the length of the flare of the horn measured from the apex. The far-field function is obtained by using (8.53) with $E_{\mathrm{xp}_{45^{\circ}}}(\theta)=0$ and

$$
\begin{equation*}
\tilde{E}_{\mathrm{Co}_{45^{\circ}}}(\theta)=2 \pi \int_{0}^{a} J_{0}\left(\kappa_{01} \rho^{\prime} / a\right) e^{-j k \rho_{1}^{\prime 2} /(2 L)} J_{0}\left(k \rho^{\prime} \sin \theta\right) \rho^{\prime} d \rho^{\prime} \tag{8.60}
\end{equation*}
$$

This is almost the same formula as for the co-polar pattern of the smooth conical horn, but $\kappa_{01}$ in (8.60) is different from $\kappa_{1}$ in the smooth horn formula.

The universal pattern is obtained by substituting $u=\rho^{\prime} / a$ and $\Phi_{\max }=k a^{2} /(2 L)$ the maximum phase variation over the aperture. Then,

$$
\begin{equation*}
\tilde{E}_{\mathrm{co}_{45^{\circ}}}(\theta)=2 \pi a^{2} \int_{0}^{1} J_{0}\left(\kappa_{01} u\right) e^{-j \Phi_{\max } u^{2}} J_{0}(k a u \sin \theta) u d u \tag{8.61}
\end{equation*}
$$

This is plotted in Fig. 8.22(b) and 8.22(c) ${ }^{\star}$. We see that the sidelobes are lower than for the smooth wall horn (in Fig. 8.20), and they vanish when the phase variation over the aperture increases. In the present simplified theory the cross-polar sidelobes vanish. In practice, there will always be cross-polar sidelobes present, but in most designs they are more than 30 dB smaller than the main beam maximum.

It is important to note that the field distribution in (8.59) is an approximation. The actual propagating mode in the horn is a hybrid mode consisting of both a $\mathrm{TE}_{10}$ and a $\mathrm{TM}_{10}$ part which both have to be present in order to satisfy the boundary conditions at the corrugated wall. However, at the frequency for which $k_{g} d=\pi / 2$, the hybrid mode has the approximate field distribution in (8.59) with zero cross-polarization, which is referred to as a balanced hybrid $\mathrm{HE}_{11}$ mode. This balanced field distribution is approximately valid for the co-polar radiation field over the whole interval for which $\pi / 2<k_{g} d<0.9 \frac{1}{4}$, whereas the cross-polar fields changes over this band.


Figure 8.22: * Co- and cross-polar aperture-fields and radiation patterns of conical corrugated (soft) horn antenna. (a) Contour plot of aperture field. (b) Universal radiation patterns in $45^{\circ}$-plane. The parameter is the maximum phase variation $\phi_{\max }$ over the aperture. (c) Contour plots of universal radiation pattern for $\phi_{\max }=90^{\circ}$. The cross-polar level is vanishing with this simplified theoretical model, and it can in practice also be below -30 dB over significant bandwidth.


Figure 8.23: Corrugated conical horn antenna with far-field phase center $z_{\mathrm{pc}}$.

### 8.9 Modeling corrugated horn with Gaussian beams

The corrugated horn has a radiation pattern which has an approximate Gaussian shape. This may be used to obtain some general design curves that are very convenient to use for initial horn designs. These are based on the Gaussian beam formulas in Section 7.6 and will be formulated in terms of the dimensions shown in Fig. 8.23.

The aperture distribution of the linearly $y$-polarized corrugated conical horn was in Section 8.8 found to be

$$
\begin{equation*}
\mathbf{E}_{a}(\rho)=J_{0}\left(\kappa_{01} \rho^{\prime} / a\right) e^{-j k \rho^{\prime 2} /(2 L)} \hat{\mathbf{y}} \quad \text { for } \rho^{\prime} \leq a \tag{8.62}
\end{equation*}
$$

Let us approximate this as a Gaussian aperture distribution of the form

$$
\begin{equation*}
\mathbf{E}_{a}\left(\rho^{\prime}\right) \approx K e^{-\rho^{\prime 2} / \rho_{a}^{2}} e^{-j k \rho^{\prime 2} /(2 L)} \hat{\mathbf{y}} \quad \text { for } 0<\rho^{\prime}<\infty \tag{8.63}
\end{equation*}
$$

### 8.9.1 Choosing the Gaussian beam parameters

We choose $K$ and $\rho_{a}$ in (8.63) such that the power integrals in the aperture are equal and that the directivities are equal when $L \rightarrow \infty$. The Gaussian distribution in (8.63) extends to infinity, so the conservation of power requires

$$
\begin{equation*}
\int_{0}^{a}\left[J_{0}\left(\kappa_{01} \rho^{\prime} / a\right)\right]^{2} \rho^{\prime} d \rho^{\prime}=K^{2} \int_{0}^{\infty} e^{-2 \rho^{\prime 2} / \rho_{a}^{2}} \rho^{\prime} d \rho^{\prime} \tag{8.64}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
\left[J_{1}\left(\kappa_{01}\right)\right]^{2} a^{2} / 2=K^{2} \rho_{a}^{2} / 4 \tag{8.65}
\end{equation*}
$$

In order to give equal directivities in the far-field for the case that $L \rightarrow \infty$, the following equation must be satisfied ${ }^{2}$

$$
\begin{equation*}
\int_{0}^{a} J_{0}\left(\kappa_{01} \rho^{\prime} / a\right) \rho^{\prime} d \rho^{\prime}=\int_{0}^{\infty} K e^{-\rho^{\prime 2} / \rho_{a}^{2}} \rho^{\prime} d \rho^{\prime} \tag{8.66}
\end{equation*}
$$

which gives

$$
\begin{equation*}
a^{2} J_{1}\left(\kappa_{01}\right) / \kappa_{01}=K \rho_{a}^{2} / 2 \tag{8.67}
\end{equation*}
$$

If we combine (8.65) and (8.67) we get

$$
\begin{equation*}
\rho_{a}=\sqrt{2}\left(a / \kappa_{01}\right) \approx 0.59 a \tag{8.68}
\end{equation*}
$$

[^95]The Gaussian beam formulas become more applicable for broad beams if we measure $\rho_{a}$ and $a$ along a wavefront, instead of normal to the $z$-axis. This means that (8.68) becomes $\rho_{a} / L=0.59 \alpha$ where $\alpha$ is the half flare angle of the horn.

### 8.9.2 Radiation field

The radiation field of the horn is now described by the formulas in Section 7.6.4 with $\rho_{a}=$ $0.59 a$ and $C_{a}=1 / L$. This means that the far-field function is given by

$$
\begin{equation*}
\mathbf{G}(\hat{\mathbf{r}})=K \frac{\rho_{a}}{\theta_{0}} e^{-\left(\theta / \theta_{0}\right)^{2}} e^{-j k z_{\mathrm{pc}} \theta^{2}} e^{j \phi_{\infty}} \hat{\mathbf{y}}, \tag{8.69}
\end{equation*}
$$

with (all angles in radians)

$$
\begin{gather*}
\theta_{0}=\sqrt{\theta_{\mathrm{dif}}^{2}+\theta_{\mathrm{GO}}^{2}},  \tag{8.70}\\
\theta_{\mathrm{dif}}=2 /\left(k \rho_{a}\right),  \tag{8.71}\\
\theta_{\mathrm{GO}}=\rho_{a} / L  \tag{8.72}\\
z_{\mathrm{pc}}=-L\left(\theta_{\mathrm{GO}} / \theta_{0}\right)^{2},  \tag{8.73}\\
\phi_{\infty}=-\arctan \left(\theta_{\mathrm{dif}} / \theta_{\mathrm{GO}}\right) . \tag{8.74}
\end{gather*}
$$

These equations give the 8.7 dB beamwidth $\theta_{0}$ and the phase center location $z_{\mathrm{pc}}$ as a function of the radius $a$ of the horn aperture and the flare length $L$ of the horn, when $z=0$ in the center of the aperture. We refer to the discussions in Sections 7.6.4 and 7.6.5, for interpreting $\theta_{\text {dif }}$ as the beamwidth due to aperture diffraction and $\theta_{\text {GO }}$ as that due to GO transmission.

We shall now describe three different choices of horn dimensions which we shall refer to as flare angle-controlled horns, aperture-controlled horns and maximum gain horns.

### 8.9.3 Flareangle-controlled horn

From Eqs. (8.70)- (8.72) we see that the beamwidth $\theta_{0}$ is independent of the frequency if the beamwidth contribution $\theta_{\text {GO }}$ due to GO transmission is much larger than the contribution of $\theta_{\text {dif }}$ due to aperture diffraction, i.e.,

$$
\theta_{\mathrm{GO}} \gg \theta_{\mathrm{dif}}, \quad \rho_{a} / L \gg 2 /\left(k \rho_{a}\right),
$$

or equivalently if

$$
L \ll \frac{k}{2} \rho_{a}^{2}=\pi \rho_{a}^{2} / \lambda=1.1 a^{2} / \lambda .
$$

This condition corresponds to that the phase variation over the aperture is large, satisfying

$$
\begin{equation*}
\phi_{\max } \gg \pi \tag{8.75}
\end{equation*}
$$

because

$$
\begin{equation*}
\phi_{\max }=k a^{2} /(2 L) \gg a^{2} / \rho_{a}^{2}=\left(\kappa_{01} / \sqrt{2}\right)^{2}=2.9 \approx \pi . \tag{8.76}
\end{equation*}
$$

In this case we achieve (in radians)

$$
\begin{equation*}
\theta_{0}=\rho_{a} / L=0.59 a / L \quad \text { and } \quad z_{\mathrm{pc}}=-L . \tag{8.77}
\end{equation*}
$$

We can refer to this case as an ideally flareangle-controlled mode of operation, as the beamwidth $\theta_{0}$ is proportional to the half flareangle of the horn, which under the paraxial approximation, equals $a / L$ radians. The phase center is located in the apex of the horn as $z_{\mathrm{pc}}=-L$ for all observation points. When Eq. (8.75) is not ideally satisfied, we will still refer to the horn as flareangle-controlled. We may call it slightly flareangle-controlled if

$$
\begin{equation*}
\pi<\phi_{\max }<2 \pi \tag{8.78}
\end{equation*}
$$

and strongly flareangle controlled when $\phi_{\max }>2 \pi$.

### 8.9.4 Aperture-controlled horn

When the beamwidth contribution $\theta_{\text {dif }}$ due to aperture diffraction is much larger than $\theta_{\mathrm{GO}}$ due to GO transmission, i.e., when

$$
\theta_{\mathrm{dif}} \gg \theta_{\mathrm{GO}} ; \quad L \gg 1.1 a^{2} / \lambda
$$

the phase variation over the aperture is small, satisfying

$$
\begin{equation*}
\phi_{\max } \ll \pi \tag{8.79}
\end{equation*}
$$

Then, in the limit $\phi_{\max } \rightarrow 0$, we see that (in radians)

$$
\begin{equation*}
\theta_{0}=2 /\left(k \rho_{a}\right)=0.54 \lambda / a, \quad z_{\mathrm{pc}}=0 \tag{8.80}
\end{equation*}
$$

In this case the beamwidth $\theta_{0}$ varies linearly with the wavelength and is inversely proportional to the frequency. It is determined completely by diffraction from the aperture plane at $z=0$. We can therefore refer to the horn as ideally aperture-controlled. The beam radius $\rho(z)$ varies from $\rho=\rho_{a}$ in the aperture to $\rho(z)=z \theta_{0}$ (with $\theta_{0}$ in radians) when $z \gg \pi \rho_{a}^{2} / \lambda$ (see Section 7.6.4). The phase center varies from $z_{\mathrm{pc}}=-L$ in the close near-field to $z_{\mathrm{pc}}=0$ (i.e., at the aperture plane) for observation points in the far-field.

### 8.9.5 Maximum gain horn

It is possible to differentiate Eq. (8.70) with respect to $a$ and find the aperture radius $a$ which gives the narrowest beam, i.e., the highest directivity for a given constant length $L$ of the horn. This appears when

$$
\begin{align*}
\theta_{\mathrm{GO}}=\theta_{\mathrm{dif}} ; & L & =1.1 a^{2} / \lambda, \\
\text { for which } & \phi_{\max } & \approx \pi . \tag{8.81}
\end{align*}
$$

For this case

$$
\begin{equation*}
\theta_{0} \sqrt{(4 / k L)}=0.8 \sqrt{(\lambda / L)}, \quad z_{\mathrm{pc}}=-L / 2 \tag{8.82}
\end{equation*}
$$

We refer to this case as a maximum gain horn. Its phase center is seen to be located halfway between the aperture and the apex. If we use (7.70), we see that the maximum directivity for a given length $L$ of the horn can be expressed as

$$
\begin{equation*}
D_{0}=8 / \theta_{0}^{2}=2 k L=4 \pi L / \lambda . \tag{8.83}
\end{equation*}
$$

with $\theta_{0}$ in radians. The maximum gain horn is therefore the shortest horn that can give a certain specified directivity, and the length of it can be obtained from Eq. (8.83). Its far-field phase center is halfway between the aperture and the apex of the horn. By using Eqs. (8.83) and (8.69) we obtain a very simple equation to determine $L$, if a certain taper $T=20 \log |E(\theta) / E(0)|$ is specified at an angle $\theta$;

$$
\begin{equation*}
L / \lambda=-0.07 T / \theta^{2} \tag{8.84}
\end{equation*}
$$

with $\theta$ in radians. It is also possible to design corrugated horns for providing as small beam radius as possible at a certain distance $z_{N}$ from the aperture. The dimensions of such horns are determined by the equation

$$
\begin{equation*}
\left(L+z_{N}\right) \rho_{a} / L=2 z_{N} / k \rho_{a} \tag{8.85}
\end{equation*}
$$

Then, at the distance $z_{N}$ from the aperture, the phase center of the beam is located at $z_{\mathrm{pc}}=-L / 2$.

### 8.9.6 Design curves

We have plotted some design curves based on Eqs. (8.70) - (8.73) in Fig. 8.24-8.26^. If we want to design the horn so as to give a prescribed illumination taper at a certain angle $\theta_{e}$, we can use Fig. 8.24 to find the required directivity of the horn. If we want -20 dB taper at $\theta_{e}=10^{\circ}$, we read a directivity of $G_{0}=28 \mathrm{dBi}$. This number can then be used in Fig. 8.25 to determine the aperture diameter and flareangle of the horn. We see that with $D=11 \lambda$ and $\alpha=5^{\circ}$ we have a slightly aperture-controlled horn, but this will be $L=63 \lambda$ long. The shortest horn (maximum gain horn) having the same directivity has $D=13 \lambda$ and $\alpha \approx 8^{\circ}$, i.e., a length of $L=46 \lambda$. A flareangle-controlled horn will have $\alpha \approx 10^{\circ}$ and $D \approx 23 \lambda$, for which $L=65 \lambda$. Finally, we can find the phase center location in Fig. 8.26.

The Gaussian beam model for the radiation pattern of a corrugated horn antenna may be used in general work on reflector antennas where an analytical feed pattern is needed. The model was used here to define aperture-controlled and flareangle-controlled horns. These can also be referred to as narrow-band and wide-band horns, respectively. The shortest horn giving a specified directivity is called a maximum gain horn. This also represents the boundary between flareangle-controlled and aperture-controlled horns at which the maximum phase variation over the aperture is $\phi_{\max } \approx \pi$.

### 8.9.7 Example: Design of dual band horn

We will now use the Gaussian beam formulas for corrugated conical horn antennas in order to determine the minimum size a horn can have in order to work at both 8.5 GHz (X-band) and 2.3 GHz (S-band) according to some specifications to be given. The dual-band operation is possible by using dual-depth corrugations, i.e., every second of the corrugations in the horn are quarter wavelength deep at S-band and every second a quarter wavelength deep at X-band. We will here only consider how to determine the major dimensions such as the diameter and length of the horn. The horn is intended to feed an offset paraboloid for nearly equal performance at S- and X-bands. To do this, we require that the feed pattern have a taper of between 12.5 dB and 15 dB for $\theta=45^{\circ}$ at both frequencies. Furthermore, we
require that the phase center locations at S-band and X-band be closer than $\lambda_{S} / 4$, where $\lambda_{S}$ is the wavelength at S -band, in order to avoid a significant reduction in directivity due to defocussing of the paraboloidal reflector.

## SOLUTION:

From Fig. 8.24 we see that we need a directivity of $D_{0} \approx 13.2 \mathrm{~dB}$ in order to obtain -15 dB taper at $\theta_{e}=45^{\circ}$. From the same figure we see that this corresponds to an 8.69 dB half beamwidth of $\theta_{0}=34^{\circ}$. We can calculate this more accurately by using

$$
20 \log |G(\theta) / G(0)|=-\left(\theta / \theta_{0}\right)^{2} \cdot 8.69 \mathrm{~dB}
$$

Inserting 15 dB taper at $\theta_{e}=45^{\circ}$ gives $-15 \mathrm{~dB}=-\left(45^{\circ} / \theta_{0}\right)^{2} 8.69 \mathrm{~dB}$. Thus, the 8.7 dB width which provides 15 dB taper for $\theta=45^{\circ}$ is

$$
\theta_{0}=45^{\circ} \sqrt{8.69 / 15}=34^{\circ} .
$$

We can obtain identical beamwidths at both S- and X-band by using an ideal flareanglecontrolled horn, i.e., a large horn with flareangle

$$
\alpha=\theta_{0} / 0.59=34^{\circ} / 0.59=58^{\circ} .
$$

This value can also be read from Fig. 8.25 by using $D_{0} \approx 13.2 \mathrm{~dB}$. The aperture diameter must be at least $10 \lambda$, which is very large.

We are satisfied with -12.5 dB taper for $\theta=45^{\circ}$ at X-band. A -15 dB taper corresponds to a gain of 13.2 dB , and -12.5 dB taper corresponds to about 11.2 dB (see Fig. 8.24). Thus, we can accept 2 dB less horn gain at S-band compared to X-band.

We have already shown that a flareangle-controlled horn should have $\alpha=58^{\circ}$ to produce $D_{0} \approx 13.2 \mathrm{~dB}$. Let us study the curve for $\alpha=60^{\circ}$ flareangle in Fig. 8.25 which is very close to the design value of $58^{\circ}$. We see that the directivity is larger than 11.2 dB when $D>2.4 \lambda$. Thus, if we choose $D=2.4 \lambda_{S}$ at S-band, we obtain

$$
D=2.4 \lambda_{S} \cdot \frac{8.5 \mathrm{GHz}}{2.3 \mathrm{GHz}}=8.9 \lambda_{X},
$$

at X-band, for which the $\alpha=60^{\circ}$ curve in Fig. 8.25 gives $D_{0}=13.2 \mathrm{~dB}$. The wavelength at S -band is

$$
\lambda_{S}=\frac{300}{2.3} \mathrm{~mm}=130 \mathrm{~mm}
$$

so the physical dimensions of the horn becomes

$$
\begin{gathered}
D=2.4 \cdot 130 \mathrm{~mm}=320 \mathrm{~mm} \\
L=D /(2 \tan \alpha)=90 \mathrm{~mm}
\end{gathered}
$$

The phase center locations of this horn can be read from Fig. 8.26 or calculated by using (8.73). At S-band we get $z_{\mathrm{pc}}=-0.65 L$ and at X-band $z_{\mathrm{pc}}=-0.97 L$. The spacing between these two locations is $\Delta z_{\mathrm{pc}}=0.32 L$. Thus,

$$
\Delta z_{\mathrm{pc}} / \lambda_{S}=0.32 \cdot 90 \mathrm{~mm} / 130 \mathrm{~mm}=0.2215
$$

This satisfies the requirement of $\Delta z_{\mathrm{pc}}<\lambda_{S} / 4$, so the horn satisfies the desired specification.


Figure 8.24: *Directivity as a function of the beam angle $\theta_{e}$ at which a Gaussian beam pattern is a certain level in dB smaller than the level at the center of the main lobe.

### 8.10 Other types of horn antennas

The corrugated conical horn was first described in 1966 [4], [5] and [6], and since then it has developed to have special features and for a large number of applications. We will here only refer to the basic paper by Thomas [7], the extensive book of Olver, Clarricoats et al. [8]. In addition, the compact corrugated horn in [9] is worth mentioning. It has constant beam width suitable for prime-focus paraboloids, low cross-polarization and low return loss over almost an octave bandwidths. Corrugated horns can also be provided with a lens to make them more compact [10], or they can be profiled to a shape that is more compact then their original conical shapes. The Gaussian beam model of corrugated horns presented in this chapter was first published in [12].
The corrugated surface is the basis of the concept of soft and hard surfaces ${ }^{3}$, and the concept itself grew out from a desire to realize horns with uniform aperture distribution, so-called hard horns [13]. The concept of soft and hard surfaces has inspired to other ways of realizing
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Figure 8.25: *Directivity of a corrugated horn as a function of the aperture diameter $D$ for different flareangles $\alpha$. The dashed line represents the boundary between the aperture-controlled (left) and flareangle-controlled (right) horns, at which the horn has its maximum gain for a given length.
soft horns than by corrugations, such as the strip-loaded horn [14] and the metamaterial horn [15]-[16]. The latter makes use of a metal-wired texture and is actually almost a hard horns. The boundary condition at the wall is the same in E- and H-plane, not entirely hard but with much better aperture efficiency than a soft horn. Some more soft and hard horn antennas are reviewed in [17].

Several studies have been made on hard horns with uniform aperture distribution. However, they cannot be realized with large sufficient bandwidth for practical applications. Still, if the application has two narrow bands a hard waveguide section may be used to improve smooth wall horn designs [18].

The quad-ridge horn is a very wideband coaxially-fed horn-type antenna. It was originally developed for use in test ranges and for EMC applications of almost decade bandwidth [19]. However, it is also possible to use them over a smaller but still very wide frequency band to feed reflectors [20].


Figure 8.26: *Location of far-field phase center of corrugated horn. The dashed line represents the boundary between the aperture-controlled (upper) and flareangle-controlled (lower) horns.

### 8.11 Exercises to Chapter 8

1. Pyramidal horn: Consider a $y$-polarized large pyramidal horn antenna with a rectangular aperture.
a) Use the theory for apertures in free space to find the far-field function of it, when we assume that the phase is constant on the aperture. Use the Huygens equivalent. What is the cross-polar radiation pattern?
b) We excite the same horn for circular polarization in a way that there is no cross-polarization in the center of the horn aperture. What is the maximum relative cross-polar level in the aperture (i.e., relative to the co-polar maximum)? Use the Huygens equivalent to derive an expression for the radiation field. Find the expressions for the co- and cross-polar radiation patterns in the two principal planes when the aperture is quadratic. What is the relative cross-polar level in dB in these two planes for $\sin \theta=\lambda /(2 a)$ where $2 a$ is the aperture width?
2. Conical corrugated horn: Use the Gaussian beam formulas for horn antennas to design a conical corrugated horn with a 10 dB half-beamwidth of $15^{\circ}$ at 12 GHz . The half-beamwidth is only allowed to vary by $\pm 2 \%$ over a $\pm 5 \%$ bandwidth. Try to keep the dimensions as small as possible.
3. Dual-band corrugated horn: We shall now use the Gaussian beam formulas for corrugated conical horn antennas in order to determine the minimum size a horn can have in order to work at both 8.5 GHz (X-band) and 2.3 GHz (S-band) according to some specifications to be given. The dual-band operation is possible by using dual-depth corrugations, but we will here only consider how to determine the major dimensions such as the diameter and length of the horn. The horn is intended to feed an offset paraboloid for nearly equal performance at S- and X-bands. This corresponds to requiring that the feed pattern has a taper of between 12.5 dB and 15 dB for $\theta=45^{\circ}$ at both frequencies. Furthermore, the phase center locations at S-band and X-band must be closer than $\lambda_{S} / 5$, where $\lambda_{S}$ is the wavelength at S-band, in order to avoid a reduction in directivity due to defocussing of the paraboloidal reflector.
a) Determine the 8.7 dB width of the Gaussian beam which provides 15 dB taper for $\theta=45^{\circ}$.
b) If we have no requirement on the size of the horn, we can obtain identical beamwidths and phase center positions at S- and X-bands for a certain choice of dimensions. What kind of horn is this, and what is the flare angle?
c) Use the flare angle determined in step $b$ ), and determine the minimum length of the horn which satisfies the requirements on the taper and phase center positions.
4. See the exercises about arrays of horn antennas in Chapter 10.
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## Chapter 9

## Reflector antennas

Reflector antennas are widely used in communication, radar and radio astronomy. Their sizes vary from small 0.3 m diameter reflectors for millimeter-wave communication links to large ground stations for satellite communications or radio telescopes with diameters of several tens of meters. The largest reflector antenna in the world is the radio telescope in Arecibo which has a spherical reflector with a diameter of 300 m . Reflector antennas have often a fixed main beam direction, but can also be steered by mechanical displacement of the feed or by rotation and tilting of the whole antenna.

Reflector antennas can have many different forms. Normally they consist of one or more reflectors which are designed to collimate an incident plane wave by reflection and transmission via each reflector to a focal point at a convenient location. The first reflector on reception is the largest and is called the main reflector. The next reflector is called the subreflector. If there are three or more reflectors, the last ones may either be called extra subreflectors, or feed reflectors. The feed reflectors may make up a beam waveguide. The feed antenna is located in the focal point. This is normally a horn antenna or a dipole above a ground plane. On transmit, the feed antenna illuminates the reflector system such that a desired field distribution is generated in the aperture plane in front of the main reflector. If the antenna has a pencil beam, the desired aperture distribution always has constant phase.

The reflectors may also be fed by an array of feeds, whereby we can get multiple simultaneous main beams (multi-beam antenna). The feed array is in this case often called a feed cluster. It is also possible to generate contoured beams, either by having one feed and shaping the reflector, or by using a feed array, or both. Some examples of different reflector antennas are illustrated in Fig. 9.1. The first two are primary-fed paraboloidal reflectors with an open waveguide feed and a self supported rear-radiating waveguide feed respectively. For comparison the left antenna in Fig. 1.1 shows a paraboloid with a self-supported dipole-disk feed. The third antenna in Fig. 9.1 is an offset parabolic reflector with a small conical horn feed. The fourth is a rotationally symmetric dual-reflector antenna with a corrugated horn feed. If the subreflector has convex shape as shown, it is called a Cassegrain type subreflector. The fifth antenna is an offset dual-reflector with a concave (Gregorian type) subreflector and a corrugated horn feed. The sixth antenna is a parabolic cylinder antenna fed by a linear array of crossed dipoles. The linear feed array is also called the line feed. The seventh antenna is the Arecibo spherical reflector antenna with a dual-reflector feed which can be
moved mechanically to steer the beam.
We will in Section 9.1 describe how a reflecting surface of any known shape can be analyzed by integration of a high frequency approximation of the induced currents on the surface, and by aperture integration using the formulas in Chapter 5. Thereafter, we will show how to use these methods to analyze a primary-fed paraboloid (Section 9.2 ) and a rotationally symmetric Cassegrain antenna (Section 9.3). In both these cases the antennas will be characterized in terms of different subefficiencies when the feed is a $\mathrm{BOR}_{1}$ antenna (Section 9.4).

### 9.1 General reflector antenna theory

We will in this section introduce Geometrical Optics (GO), Physical Optics (PO) integration and aperture integration by describing how to analyze an arbitrary single metal reflector which is illuminated by an antenna with a known far-field function (See Fig. 9.2). The approaches are general and extendable to multi-reflector systems.

### 9.1.1 General description of reflector and feed

The location and orientation of the feed is defined by the location $\mathbf{r}_{f}$ of the origin of its coordinate system (i.e., phase reference point) and the directions $\hat{\mathbf{x}}_{f}, \hat{\mathbf{y}}_{f}$ and $\hat{\mathbf{z}}_{f}$ of its axes, all expressed in their components in a global coordinate system.

The reflector surface is defined by the position vector

$$
\begin{equation*}
\mathbf{r}_{S}(u, v)=x_{S}(u, v) \hat{\mathbf{x}}+y_{S}(u, v) \hat{\mathbf{y}}+z_{S}(u, v) \hat{\mathbf{z}} \tag{9.1}
\end{equation*}
$$

when $u$ and $v$ vary between their boundaries, that define the reflector rim. We choose the reflector coordinate system to coincide with the global coordinate system. A rotationally symmetric reflector is defined by

$$
\begin{equation*}
\mathbf{r}_{S}(\rho, \varphi)=\rho \cos \varphi \hat{\mathbf{x}}+\rho \sin \varphi \hat{\mathbf{y}}+z(\rho) \hat{\mathbf{z}}, \tag{9.2}
\end{equation*}
$$

for $0<\rho<D / 2$, where $D$ is the reflector diameter.
We will in the analysis to follow need the surface normal $\hat{\mathbf{n}}$. This can be calculated from the two tangent vectors

$$
\begin{aligned}
& \mathbf{t}_{u}=\frac{\partial}{\partial u} \mathbf{r}_{S}(u, v)=\hat{\mathbf{x}} \frac{\partial}{\partial u}\left(x_{S}(u, v)\right)+\hat{\mathbf{y}} \frac{\partial}{\partial u}\left(y_{S}(u, v)\right)+\hat{\mathbf{z}} \frac{\partial}{\partial u}\left(z_{S}(u, v)\right), \\
& \mathbf{t}_{v}=\frac{\partial}{\partial v} \mathbf{r}_{S}(u, v)=\hat{\mathbf{x}} \frac{\partial}{\partial v}\left(x_{S}(u, v)\right)+\hat{\mathbf{y}} \frac{\partial}{\partial v}\left(y_{S}(u, v)\right)+\hat{\mathbf{z}} \frac{\partial}{\partial v}\left(z_{S}(u, v)\right)
\end{aligned}
$$

by using

$$
\begin{equation*}
\hat{\mathbf{n}}=\mathbf{t}_{u} \times \mathbf{t}_{v} /\left|\mathbf{t}_{u} \times \mathbf{t}_{v}\right| . \tag{9.3}
\end{equation*}
$$

We must check that $\hat{\mathbf{n}}$ is directed towards the lit side of the reflector, and if it is not we reverse its sign.


Primary-fed paraboloids.
Feed supported by struts (left) and self supported (right)


Offset primary-fed parabolic reflector


Offset Gregorian dual-reflector antennas


Arecibo spherical reflector with dual-reflector feed (inside enclosure)
Figure 9.1: Examples of reflector antennas.


Figure 9.2: Feed and arbitrary reflector with their coordinate systems.

### 9.1.2 Incident field on reflector

We assume here that the reflector is in the far-field of the feed. Then, the radiation field of the feed at an arbitrary observation point $\mathbf{r}$ can be expressed as (see Eq. (2.39) in Section 2.3.3)

$$
\begin{equation*}
\mathbf{E}_{f}(\mathbf{r})=\frac{1}{r_{f}} e^{-j k r_{f}} \mathbf{G}_{f}\left(\hat{\mathbf{r}}_{f}\right) \tag{9.4}
\end{equation*}
$$

where $\mathbf{G}_{f}\left(\hat{\mathbf{r}}_{f}\right)$ is the far-field function and $\hat{\mathbf{r}}_{f}=\left(\mathbf{r}-\mathbf{r}_{f}\right) / r_{f}$ with $r_{f}=\left|\mathbf{r}-\mathbf{r}_{f}\right|$ and $\mathbf{r}_{f}$ the phase reference point. The incident field on the reflector is

$$
\begin{equation*}
\mathbf{E}_{i}\left(\mathbf{r}_{S}\right)=\mathbf{E}_{f}\left(\mathbf{r}_{S}\right), \tag{9.5}
\end{equation*}
$$

where $\mathbf{E}_{f}\left(\mathbf{r}_{S}\right)$ is given by (9.4) with $r_{f}=\left|\mathbf{r}_{S}(u, v)-\mathbf{r}_{f}\right|$ and $\hat{\mathbf{r}}_{f}=\left(\mathbf{r}_{S}(u, v)-\mathbf{r}_{f}\right) / r_{f}$. The incident H -field on the reflector is

$$
\begin{equation*}
\mathbf{H}_{i}=\frac{1}{\eta} \hat{\mathbf{r}}_{f} \times \mathbf{E}_{i} \tag{9.6}
\end{equation*}
$$

### 9.1.3 Reflected GO field

Geometrical Optics (GO) is an approximate method to determine electromagnetic fields. It is asymptotically correct for high frequencies. In GO, all fields in free space propagate geometrically along straight lines, referred to as rays, and these rays are reflected at material interfaces by the classical reflection law. In order to analyze a multi-reflector system with GO we need to consider both reflection and transmission of GO fields. We will here only present the equation needed to find the propagation direction of the reflected field and its complex amplitude and direction at the reflected point. This is sufficient in order to analyze single-reflector systems.

The incident field on the reflector, as defined in (9.4), is a spherical wave. A field incident at any specific point $\mathbf{r}_{s}\left(u_{r}, v_{r}\right)$ can be interpreted as a field propagating along a GO ray defined by (see Fig. 9.3)

$$
\begin{equation*}
\mathbf{r}(s)=\mathbf{r}_{f}+s \hat{\mathbf{s}}_{i} ; \quad \hat{\mathbf{s}}_{i}=\hat{\mathbf{r}}_{f}, \tag{9.7}
\end{equation*}
$$



Figure 9.3: Illustration of GO reflection.
where $\hat{\mathbf{s}}_{i}$ is the direction of the ray and $s$ is a parameter measuring distance along the ray and being zero at the start point $\mathbf{r}_{f}$ of the ray. The ray is reflected at $\mathbf{r}_{s}\left(u_{r}, v_{r}\right)$, and the direction of the reflected ray can be found by using the reflection law, which in vector notation becomes

$$
\begin{equation*}
\hat{\mathbf{s}}_{r}=\hat{\mathbf{s}}_{i}-2\left(\hat{\mathbf{n}} \cdot \hat{\mathbf{s}}_{i}\right) \hat{\mathbf{n}} . \tag{9.8}
\end{equation*}
$$

This corresponds to $\hat{\mathbf{n}} \cdot \hat{\mathbf{s}}_{r}=-\hat{\mathbf{n}} \cdot \hat{\mathbf{s}}_{i}$ which means that $\cos \theta_{r}=\cos \theta_{i}$ and $\theta_{r}=\theta_{i}$, i.e., the angle of reflection is equal to the angle of incidence. The operation in (9.8) can be expressed verbally as changing the sign of the $\hat{\mathbf{n}}$ component of $\hat{\mathbf{s}}_{i}$, because we subtract the $\hat{\mathbf{n}}$ component twice.

The reflected E-field $\mathbf{E}_{r}$ must be orthogonal to $\hat{\mathbf{s}}_{r}$ in order to be a GO field, and, the total E-field $\mathbf{E}_{\mathrm{tot}}=\mathbf{E}_{i}+\mathbf{E}_{r}$ at $\mathbf{r}_{s}\left(u_{r}, v_{r}\right)$ must satisfy $\mathbf{E}_{\mathrm{tot}} \times \hat{\mathbf{n}}=0$, i.e., the tangential E-field being zero, if the reflector is a good conductor. These two conditions are satisfied when

$$
\begin{equation*}
\mathbf{E}_{r}=-\mathbf{E}_{i}+2\left(\mathbf{E}_{i} \cdot \hat{\mathbf{n}}\right) \hat{\mathbf{n}} . \tag{9.9}
\end{equation*}
$$

The corresponding reflected H -field becomes

$$
\begin{equation*}
\mathbf{H}_{r}=\mathbf{H}_{i}-2\left(\mathbf{H}_{i} \cdot \hat{\mathbf{n}}\right) \hat{\mathbf{n}}=\frac{1}{\eta} \hat{\mathbf{s}}_{r} \times \mathbf{E}_{r} . \tag{9.10}
\end{equation*}
$$

The reflected field propagates along the reflected ray

$$
\begin{equation*}
\mathbf{r}(s)=\mathbf{r}_{s}\left(u_{r}, v_{r}\right)+s \hat{\mathbf{s}}_{r} . \tag{9.11}
\end{equation*}
$$

The equation for propagating the reflected GO field along this ray is given by a general GO transmission formula, which is more complicated than Eq. (9.4). It depends on the two principal curvatures of the reflector surface at $\mathbf{r}_{s}\left(u_{r}, v_{r}\right)$. The equation will not be introduced here. We will only treat the case for which the $\hat{\mathbf{s}}_{r}$ of all reflected rays are parallel, i.e.,

$$
\begin{equation*}
\hat{\mathbf{s}}_{r}=\hat{\mathbf{z}} \tag{9.12}
\end{equation*}
$$

in all reflection points. Then, the GO transmission gives no variation of the field amplitude along the ray, rather only a phase progression according to

$$
\begin{equation*}
\mathbf{E}_{r}\left(\mathbf{r}_{s}+s \hat{\mathbf{s}}_{r}\right)=\mathbf{E}_{r}\left(\mathbf{r}_{s}\right) e^{-j k s} \tag{9.13}
\end{equation*}
$$

The E- and H-fields at a point $\mathbf{r}(s)$ on a GO ray in free space are always orthogonal to the direction $\hat{s}$ of the ray, and related by

$$
\begin{equation*}
\mathbf{H}(\mathbf{r}(s))=\frac{1}{\eta} \hat{\mathbf{s}} \times \mathbf{E}(\mathbf{r}(s)) . \tag{9.14}
\end{equation*}
$$



Figure 9.4: Illustration of PO currents and aperture field.

### 9.1.4 PO integration

In order to determine the radiation (scattering) from the reflector we must find the induced electric currents $\mathbf{J}_{s}\left(\mathbf{r}_{s}\right)$ on it (Fig. 9.4). This is generally very laborious, but we may approximate it by using GO as follows. If the scattered field at $\mathbf{r}_{s}$ is approximated by the GO reflected field. By using (9.10) the total H -field becomes

$$
\begin{equation*}
\mathbf{H}_{\mathrm{tot}}\left(\mathbf{r}_{S}\right)=\mathbf{H}_{i}+\mathbf{H}_{r}=2 \mathbf{H}_{i}-2\left(\mathbf{H}_{i} \cdot \hat{\mathbf{n}}\right) \hat{\mathbf{n}} . \tag{9.15}
\end{equation*}
$$

The induced electric currents at a PEC reflector are from equation (4.14) given as $\mathbf{J}=\hat{\mathbf{n}} \times \mathbf{H}$. Using this with $\mathbf{H}_{\text {tot }}$ approximated by (9.15) we get

$$
\begin{equation*}
\mathbf{J}_{\mathrm{PO}}\left(\mathbf{r}_{s}\right)=2 \hat{\mathbf{n}} \times \mathbf{H}_{i} \tag{9.16}
\end{equation*}
$$

This is commonly referred to as the Physical Optics (PO) approximation for the current distribution. We see that the induced PO currents are found from the surface normal vector and the incident H -field.

The radiation field of the total antenna, including both the feed $\left(\mathbf{E}_{f}(\mathbf{r})\right)$ and the scattered field $\mathbf{E}_{s}(\mathbf{r})$ from the reflector, in a point $\mathbf{r}$ in the far-field of the reflector, is now ( $r=|\mathbf{r}|$ )

$$
\begin{equation*}
\mathbf{E}_{t}(\mathbf{r})=\mathbf{E}_{f}(\mathbf{r})+\mathbf{E}_{s}(\mathbf{r})=\frac{1}{r} e^{-j k r} \mathbf{G}_{t}(\hat{\mathbf{r}}) \tag{9.17}
\end{equation*}
$$

where the far-field function of the total antenna is

$$
\begin{equation*}
\mathbf{G}_{t}(\hat{\mathbf{r}})=\mathbf{G}_{f}(\hat{\mathbf{r}}) e^{j k\left(\mathbf{r}_{f} \cdot \hat{\mathbf{r}}\right)}+\mathbf{G}_{\mathrm{PO}}(\hat{\mathbf{r}}) \tag{9.18}
\end{equation*}
$$

Here, the phase factor following $\mathbf{G}_{f}(\hat{\mathbf{r}})$ is found by using $(2.52)^{1}$ with $\mathbf{r}_{f}=\mathbf{r}_{A}$, and where the contribution from the PO currents on the reflector is found by using (4.49) and (4.51) ${ }^{2}$;
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$$
\begin{equation*}
\mathbf{G}_{\mathrm{PO}}(\hat{\mathbf{r}})=\mathbf{I}_{J}-\left(\mathbf{I}_{J} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}} ; \quad \mathbf{I}_{J}=C_{k} \iint_{S^{\prime}} \eta \mathbf{J}_{\mathrm{PO}}\left(\mathbf{r}_{s}\right) e^{j k\left(\mathbf{r}_{s} \cdot \hat{\mathbf{r}}\right)} d S, \tag{9.19}
\end{equation*}
$$

\]

with $C_{k}=-j k /(4 \pi)$ as before. The phase reference point of $\mathbf{G}_{t}(\hat{\mathbf{r}})$ is the origin of the global coordinate system. The total field is always found by summing up the contributions from both actual and induced sources, i.e., from the feed (giving $\mathbf{G}_{f}(\hat{\mathbf{r}})$ ) and the induced currents on the reflector (giving $\mathbf{G}_{\mathrm{PO}}(\hat{\mathbf{r}})$ ). $\mathbf{I}_{J}$ is the PO far-field integral. The PO integration method is very accurate for large reflector antennas, i.e., when the diameter $D \gg \lambda$.

### 9.1.5 Aperture integration

Let us assume that all the rays reflected from the reflector are parallel with $\hat{\mathbf{z}}$. Then, we may define an aperture plane with normal $\hat{\mathbf{z}}$ in front of the reflector, and the aperture field can be found by using the GO formula in (9.13) as (Fig. 9.4)

$$
\begin{equation*}
\mathbf{E}_{a}=\mathbf{E}_{r}\left(\mathbf{r}_{s}\right) e^{-j k\left(z_{a}-z_{s}\right)} \tag{9.20}
\end{equation*}
$$

where $z_{a}$ is the location of the aperture plane and $z_{s}=z_{s}\left(u_{r}, v_{r}\right)$ is the $z$-coordinate of the reflection point $\mathbf{r}_{s}=\mathbf{r}_{s}\left(u_{r}, v_{r}\right)$ at the reflector surface. The H -field in the aperture is

$$
\begin{equation*}
\mathbf{H}_{a}=\frac{1}{\eta} \hat{\mathbf{z}} \times \mathbf{E}_{a} . \tag{9.21}
\end{equation*}
$$

We have now a plane aperture in free space, and we can calculate the radiation field from it by using the Huygens equivalent. This gives for the $y$-polarized component of the aperture field (see Eq. (7.20))

$$
\begin{equation*}
\mathbf{G}_{a}(\hat{\mathbf{r}})=-C_{k}[(\hat{\mathbf{y}}-(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}}) \hat{\mathbf{r}})-(\hat{\mathbf{y}} \times \hat{\mathbf{z}}) \times \hat{\mathbf{r}}] \tilde{E}_{a_{y}}(k(\hat{\mathbf{x}} \cdot \hat{\mathbf{r}}), k(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}})) e^{j k z_{a}} \tag{9.22}
\end{equation*}
$$

where $C_{k}$ is as before and

$$
\begin{equation*}
\tilde{E}_{a_{y}}\left(k_{x}, k_{y}\right)=\iint_{A} E_{a_{y}}\left(x^{\prime}, y^{\prime}\right) e^{j\left(k_{x} x^{\prime}+k_{y} y^{\prime}\right)} d x^{\prime} d y^{\prime} \tag{9.23}
\end{equation*}
$$

with $E_{a_{y}}\left(x^{\prime}, y^{\prime}\right)=\mathbf{E}_{a} \cdot \hat{\mathbf{y}}, k_{x}=k(\hat{\mathbf{x}} \cdot \hat{\mathbf{r}})$ and $k_{y}=k(\hat{\mathbf{y}} \cdot \hat{\mathbf{r}})$. The $x$-polarized component is calculated correspondingly. The approach above can only be used when all the rays reflected from the reflector are parallel, i.e., $\hat{\mathbf{s}}_{r}=\hat{\mathbf{z}}$. This is approximately the case in most reflector antennas. If $\hat{\mathbf{s}}_{r} \approx \hat{\mathbf{z}}$, we may use the paraxial approximation $\hat{\mathbf{s}}_{r}=\hat{\mathbf{z}}$, and still calculate the aperture field in the way shown above. This is a very good approximation when the observation direction $\hat{\mathbf{r}}=\hat{\mathbf{z}}$, since then the phase of the integrand becomes equal to the phase of the integrand of the PO integral. This is evident from (9.24) in the following subsection. The approximation is acceptable because the accuracy of the calculation of the far-field function is more sensitive to the correct phase in the aperture than the correct amplitude.

### 9.1.6 Aperture integration by projection of the PO integral

Aperture integration is convenient compared to $P O$ integration because the aperture integral has the form of a two-dimensional Fourier transform. However, the aperture fields can only
be defined well when the rays reflected by the main reflector are parallel so that (9.20) can be applied. This is rarely exactly true, and it is never true when the feed is not located at the focal point of the reflector. Therefore, we shall here introduce a more general aperture field distribution, obtained by projection of the PO integral onto an arbitrarily chosen aperture plane (Fig. 9.5). Let us write the PO far-field function in (9.19) as

$$
\begin{equation*}
\mathbf{G}_{\mathrm{PO}}(\mathbf{r})=C_{k} \iint_{S}\left[\eta \mathbf{J}_{\mathrm{PO}}\left(\mathbf{r}_{s}\right)-\left(\eta \mathbf{J}_{\mathrm{PO}}\left(\mathbf{r}_{s}\right) \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}\right] e^{j k\left(\mathbf{r}_{s} \cdot \hat{\mathbf{r}}\right)} d S \tag{9.24}
\end{equation*}
$$

Let us now define an aperture in the $x^{\prime} y^{\prime}$-plane normal to the $\hat{\mathbf{z}}^{\prime}$ axis of an arbitrary primed coordinate system ${ }^{3}$. We introduce a phase and amplitude projection $\mathbf{J}_{a}$ of $\mathbf{J}_{\mathrm{PO}}$ in the aperture plane $A$ by

$$
\begin{equation*}
\mathbf{J}_{a} d A=\left(\mathbf{J}_{\mathrm{PO}}-\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{z}}^{\prime}\right) \hat{\mathbf{z}}^{\prime}\right) e^{-j k\left(z_{a}^{\prime}-z_{s}^{\prime}\right)} d S \tag{9.25}
\end{equation*}
$$

where $z_{a}^{\prime}$ and $z_{s}^{\prime}$ are the $z^{\prime}$-locations of the aperture and the reflection points, respectively, in the primed coordinate system. Moreover,

$$
\begin{equation*}
d A=\left(\hat{\mathbf{n}} \cdot \hat{\mathbf{z}}^{\prime}\right) d S \tag{9.26}
\end{equation*}
$$

is the projection of the infinitesimal surface element in Fig. 9.5 on to the primed aperture plane. Then, the integrand in (9.24) can be rearranged as follows

$$
\begin{aligned}
\mathbf{I}_{\mathrm{PO}} & =\left(\mathbf{J}_{\mathrm{PO}}-\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}\right) e^{j k\left(\mathbf{r}_{s} \cdot \hat{\mathbf{r}}\right)} d S \\
& =\left\{\mathbf{J}_{\mathrm{PO}}-\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{z}}^{\prime}\right) \hat{\mathbf{z}}^{\prime}+\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{z}}^{\prime}\right) \hat{\mathbf{z}}^{\prime}-\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}\right\} e^{j k\left(\mathbf{r}_{s} \cdot \hat{\mathbf{r}}\right)} \\
& =\left\{\mathbf{J}_{a} e^{j k\left(z_{a}^{\prime}-z_{s}^{\prime}\right)} d A+\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{z}}^{\prime}\right) \hat{\mathbf{z}}^{\prime}-\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}} d S\right\} e^{j k\left(\mathbf{r}_{s} \cdot \hat{\mathbf{r}}\right)} .
\end{aligned}
$$

By using $\left(\mathbf{J}_{a} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}} e^{j k\left(z_{a}^{\prime}-z_{s}^{\prime}\right)} d A=\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}} d S-\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{z}}^{\prime}\right)\left(\hat{\mathbf{z}}^{\prime} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}} d S$, we arrive at

$$
\begin{aligned}
\mathbf{I}_{\mathrm{PO}} & =e^{j k\left(\mathbf{r}_{s} \cdot \hat{\mathbf{r}}\right)} \cdot\left\{\left[\mathbf{J}_{a}-\left(\mathbf{J}_{a} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}\right] e^{j k\left(z_{a}^{\prime}-z_{s}^{\prime}\right)} d A-\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{z}}^{\prime}\right)\left(\hat{\mathbf{z}}^{\prime} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}+\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{z}}^{\prime}\right) \hat{\mathbf{z}}^{\prime}\right\} d S \\
& \approx\left[\mathbf{J}_{a}-\left(\mathbf{J}_{a} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}\right] e^{j k\left(x_{s}^{\prime} \hat{\mathbf{x}}^{\prime}+y_{s}^{\prime} \hat{\mathbf{y}}^{\prime}\right) \cdot \hat{\mathbf{r}}^{j k z_{a}^{\prime}} d A} .
\end{aligned}
$$

The last approximation is obtained by using

$$
\begin{aligned}
&\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{z}}^{\prime}\right) \hat{\mathbf{z}}^{\prime}-\left(\mathbf{J}_{\mathrm{PO}} \cdot \hat{\mathbf{z}}^{\prime}\right)\left(\hat{\mathbf{z}}^{\prime} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}} \\
& \approx 0, \quad \text { and } \\
& \mathbf{r}_{s} \cdot \hat{\mathbf{r}}+\left(z_{a}^{\prime}-z_{s}^{\prime}\right)=\left(x_{s}^{\prime} \hat{\mathbf{x}}^{\prime}+y_{s}^{\prime} \hat{\mathbf{y}}^{\prime}\right) \cdot \hat{\mathbf{r}}+z_{s}^{\prime}\left(\left(\hat{\mathbf{z}}^{\prime} \cdot \hat{\mathbf{r}}\right)-1\right)+z_{a}^{\prime} \\
& \approx\left(x_{s}^{\prime} \hat{\mathbf{x}}^{\prime}+y_{s}^{\prime} \hat{\mathbf{y}}^{\prime}\right) \cdot \hat{\mathbf{r}}+z_{a}^{\prime},
\end{aligned}
$$

when $\left|\hat{\mathbf{r}}-\hat{\mathbf{z}}^{\prime}\right| \ll 1$.
In this way the PO integral of the far-field function has been approximated by an aperture integral which has the form of a Fourier transform, i.e.,

$$
\begin{equation*}
\mathbf{G}_{A}=C_{k}\left(\eta \tilde{\mathbf{J}}_{a}-\left(\eta \tilde{\mathbf{J}}_{a} \cdot \hat{\mathbf{r}}\right) \hat{\mathbf{r}}\right) e^{j k z_{a}^{\prime}} ; \quad \tilde{\mathbf{J}}_{a}=\iint_{A} \mathbf{J}_{a} e^{j k\left(x_{s}^{\prime} \hat{\mathbf{x}}+y_{s}^{\prime} \hat{\mathbf{y}}\right) \cdot \hat{\mathbf{r}}} d x^{\prime} d y^{\prime} \tag{9.27}
\end{equation*}
$$

The results $\mathbf{G}_{\mathrm{PO}}(\hat{\mathbf{r}})$ (obtained by PO) and $\mathbf{G}_{A}(\hat{\mathbf{r}})$ (obtained by aperture integration) from the above are identical for $\hat{\mathbf{r}}=\hat{\mathbf{z}}^{\prime}$, i.e., when we observe normal to the aperture plane. Therefore,
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Figure 9.5: Projection of the PO currents into an aperture.
$\mathbf{G}_{A}(\hat{\mathbf{r}})$ can be used as an acceptable approximation for $\mathbf{G}_{\mathrm{PO}}(\hat{\mathbf{r}})$ for small observation angles $\theta^{\prime}$, i.e., when $\left|\mathbf{r}-\hat{\mathbf{z}}^{\prime}\right| \ll 1$.

The aperture integral $\mathbf{G}_{A}(\hat{\mathbf{r}})$ obtained by projection of the PO integral can be used for all choices of directions $\hat{\mathbf{z}}^{\prime}$ even if the reflected GO fields from the reflector are not parallel with the $\hat{\mathbf{z}}^{\prime}$ axis. However, the accuracy degrades more rapidly away from the $\hat{\mathbf{z}}^{\prime}$ direction (i.e., with increasing $\left|\hat{\mathbf{r}}-\hat{\mathbf{z}}^{\prime}\right|$ ) if the direction of the reflected rays deviate considerably from $\hat{\mathbf{z}}^{\prime}$ (i.e., if $\left|\hat{\mathbf{s}}_{r}-\hat{\mathbf{z}}^{\prime}\right|$ is large). When $\hat{\mathbf{r}}=\hat{\mathbf{s}}_{r}=\hat{\mathbf{z}}^{\prime}, \mathbf{G}_{A}(\hat{\mathbf{r}})$ becomes identical to the conventional aperture integral $\mathbf{G}_{a}(\hat{\mathbf{r}})$ of the GO aperture fields presented in (9.22), except for the incremental element factor which for $\mathbf{G}_{a}(\hat{\mathbf{r}})$ is that of a Huygens source and for $\mathbf{G}_{A}(\hat{\mathbf{r}})$ is an electric current.

### 9.2 The paraboloidal reflector

We now apply the formulations in Section 9.1 to a rotationally symmetric paraboloidal reflector (Fig. 9.6), and present the formulas for this case. The paraboloid with focal point in the origin is defined by

$$
\begin{align*}
& \quad \mathbf{r}_{s}(\rho, \varphi)=\rho \hat{\boldsymbol{\rho}}+z(\rho) \hat{\mathbf{z}} ; \quad \hat{\boldsymbol{\rho}}=\cos \varphi \hat{\mathbf{x}}+\sin \varphi \hat{\mathbf{y}},  \tag{9.28}\\
& \text { with } \quad z(\rho)=-F+\rho^{2} /(4 F) \quad \text { for } 0 \leq \rho \leq D / 2, \tag{9.29}
\end{align*}
$$

where $F$ is the focal length and $D$ is the diameter of the reflector. An alternative parametric description giving identical shape is

$$
\begin{equation*}
\mathbf{r}_{s}\left(\theta_{f}, \varphi\right)=r\left(\theta_{f}\right) \hat{\mathbf{r}} ; \quad \hat{\mathbf{r}}=\sin \theta_{f} \hat{\boldsymbol{\rho}}-\cos \theta_{f} \hat{\mathbf{z}} \tag{9.30}
\end{equation*}
$$

with $\quad r\left(\theta_{f}\right)=F / \cos ^{2}\left(\theta_{f} / 2\right)=2 F /\left(1+\cos \theta_{f}\right) \quad$ for $0<\theta_{f}<\theta_{0}$,
where $\theta_{0}$ is the subtended half-angle of the paraboloid. The polar-angle $\theta_{f}$ of the feed is measured relative to the negative $z$-axis of the global coordinate system. The primary-fed paraboloid is normally deep with $70^{\circ}<\theta_{0}<90^{\circ}$.


Figure 9.6: Geometry of rationally symmetric paraboloid.

Two independent parameters are needed in order to specify the paraboloid. We can use any two of the three parameters $F, D$ and $\theta_{0}$ (or any two combinations of them). A common choice is $D$ and $F / D$, but we will here prefer $D$ and $\theta_{0}$ since $\theta_{0}$ gives a more direct measure of the required beamwidth of the feed pattern than the $F / D$. The following formulas relate $\rho$ and $D$ to $\theta_{f}$ and $\theta_{0}$ :

$$
\begin{gather*}
\rho=r\left(\theta_{f}\right) \sin \theta_{f}=F \sin \theta_{f} / \cos ^{2}\left(\theta_{f} / 2\right)=2 F \tan \left(\theta_{f} / 2\right),  \tag{9.32}\\
d \rho / d \theta_{f}=F / \cos ^{2}\left(\theta_{f} / 2\right)=r\left(\theta_{f}\right),  \tag{9.33}\\
D=4 F \tan \left(\theta_{0} / 2\right) \tag{9.34}
\end{gather*}
$$

### 9.2.1 Surface normal, incident and reflected ray

We calculate the surface normal vector as explained in Subsection 9.1.1. This gives

$$
\begin{align*}
& \mathbf{t}_{\varphi}=\frac{\partial}{\partial \varphi} \mathbf{r}_{s}\left(\theta_{f}, \varphi\right)=r\left(\theta_{f}\right) \frac{\partial}{\partial \varphi} \hat{\mathbf{r}}=r\left(\theta_{f}\right) \sin \theta_{f} \frac{\partial}{\partial \varphi} \hat{\boldsymbol{\rho}}=r\left(\theta_{f}\right) \sin \theta_{f} \hat{\boldsymbol{\varphi}}  \tag{9.35}\\
& \mathbf{t}_{\theta_{f}}=\frac{\partial}{\partial \theta_{f}} \mathbf{r}_{s}\left(\theta_{f}, \varphi\right)=\hat{\mathbf{r}} \frac{\partial}{\partial \theta_{f}} r\left(\theta_{f}\right)+r\left(\theta_{f}\right) \frac{\partial}{\partial \theta_{f}} \hat{\mathbf{r}} \\
&=F \cos ^{-3}\left(\theta_{f} / 2\right) \sin \left(\theta_{f} / 2\right) \hat{\mathbf{r}}+r\left(\theta_{f}\right) \hat{\boldsymbol{\theta}}_{f}  \tag{9.36}\\
&=F \cos ^{-3}\left(\theta_{f} / 2\right)\left[\sin \left(\theta_{f} / 2\right) \hat{\mathbf{r}}+\cos \left(\theta_{f} / 2\right) \hat{\boldsymbol{\theta}}_{f}\right]
\end{align*}
$$

If we now use $\hat{\boldsymbol{\varphi}} \times \hat{\mathbf{r}}=-\hat{\boldsymbol{\theta}}_{f}$ and $\hat{\boldsymbol{\varphi}} \times \hat{\boldsymbol{\theta}}_{f}=\hat{\mathbf{r}}$ we obtain

$$
\begin{equation*}
\hat{\mathbf{n}}^{\prime}=\left(\mathbf{t}_{\varphi} \times \mathbf{t}_{\theta_{f}}\right) /\left|\mathbf{t}_{\varphi} \times \mathbf{t}_{\theta_{f}}\right|=-\sin \left(\theta_{f} / 2\right) \hat{\boldsymbol{\theta}}_{f}+\cos \left(\theta_{f} / / 2\right) \hat{\mathbf{r}} . \tag{9.37}
\end{equation*}
$$

This $\hat{\mathbf{n}}^{\prime}$ is directed into the shadow side, so we invert it to achieve

$$
\begin{equation*}
\hat{\mathbf{n}}=\sin \left(\theta_{f} / 2\right) \hat{\boldsymbol{\theta}}_{f}-\cos \left(\theta_{f} / 2\right) \hat{\mathbf{r}} . \tag{9.38}
\end{equation*}
$$

We locate the feed with its phase reference point in the focal point. Then, the direction of the incident ray is

$$
\begin{equation*}
\hat{\mathbf{s}}_{i}=\hat{\mathbf{r}} . \tag{9.39}
\end{equation*}
$$

The direction of the reflected ray becomes

$$
\begin{equation*}
\hat{\mathbf{s}}_{r}=\hat{\mathbf{s}}_{i}-2\left(\hat{\mathbf{n}} \cdot \hat{\mathbf{s}}_{i}\right) \hat{\mathbf{n}}=\hat{\mathbf{z}}, \tag{9.40}
\end{equation*}
$$

by using $\hat{\mathbf{n}} \cdot \hat{\mathbf{s}}_{i}=-\cos \left(\theta_{f} / 2\right)$ and

$$
\hat{\mathbf{r}}+2 \cos \left(\theta_{f} / 2\right) \hat{\mathbf{n}}=\hat{\mathbf{r}}+\sin \theta_{f} \hat{\boldsymbol{\theta}}_{f}-2 \cos ^{2}\left(\theta_{f} / 2\right) \hat{\mathbf{r}}=-\cos \theta_{f} \hat{\mathbf{r}}+\sin \theta_{f} \hat{\boldsymbol{\theta}}_{f}=\hat{\mathbf{z}}
$$

Thus, all the rays reflected from the paraboloid are parallel with the $z$-axis when the feed is located with its phase reference point in the focus.

### 9.2.2 Aperture field

If the feed is of $B O R_{1}$ type and polarized in $\hat{\mathbf{y}}_{f}$-direction, its far-field function is

$$
\begin{equation*}
\mathbf{G}_{f}(\mathbf{r})=\mathbf{G}_{f}\left(\theta_{f}, \varphi_{f}\right)=G_{E}\left(\theta_{f}\right) \sin \varphi_{f} \hat{\boldsymbol{\theta}}_{f}+G_{H}\left(\theta_{f}\right) \cos \varphi_{f} \hat{\boldsymbol{\varphi}}_{f}, \tag{9.41}
\end{equation*}
$$

where the index refers to the coordinate system of the feed, and $G_{E}\left(\theta_{f}\right)$ and $G_{H}\left(\theta_{f}\right)$ are the E- and H-plane far-field functions, respectively. $\theta_{f}, \varphi_{f}, \hat{\boldsymbol{\theta}}_{f}$ and $\hat{\boldsymbol{\varphi}}_{f}$ can be calculated from $\mathbf{r}$, $\hat{\mathbf{x}}_{f}, \hat{\mathbf{y}}_{f}$ and $\hat{\mathbf{z}}_{f}$ by standard formulas. We locate the feed such that its phase reference point coincides with the focal point of the paraboloid. Then, the incident field on the reflector is found from (9.4), (9.5) and (9.31) to be

$$
\begin{align*}
\mathbf{E}_{i} & =\frac{1}{r\left(\theta_{f}\right)} e^{-j k r\left(\theta_{f}\right)}\left[G_{E}\left(\theta_{f}\right) \sin \varphi_{f} \hat{\boldsymbol{\theta}}_{f}+G_{H}\left(\theta_{f}\right) \cos \varphi_{f} \hat{\boldsymbol{\varphi}}_{f}\right] \\
& =\frac{1}{r\left(\theta_{f}\right)} e^{-j k r\left(\theta_{f}\right)}\left[G_{E}\left(\theta_{f}\right) \sin \varphi \hat{\boldsymbol{\theta}}_{f}-G_{H}\left(\theta_{f}\right) \cos \varphi \hat{\boldsymbol{\varphi}}\right] \tag{9.42}
\end{align*}
$$

where in the last line, by using that $\hat{\mathbf{x}}_{f}=-\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}_{f}=\hat{\mathbf{y}}$, so that $\varphi_{f}=\pi-\varphi$ and $\hat{\boldsymbol{\varphi}}_{f}=-\hat{\boldsymbol{\varphi}}$, we have introduced the azimuth angle $\varphi$ of the global coordinate system. For $\theta_{f}<\theta_{0}$, the reflected field becomes

$$
\begin{equation*}
\mathbf{E}_{r}=-\mathbf{E}_{i}+2\left(\mathbf{E}_{i} \cdot \hat{\mathbf{n}}\right) \hat{\mathbf{n}}=-\frac{1}{r\left(\theta_{f}\right)} e^{-j k r\left(\theta_{f}\right)}\left[G_{E}\left(\theta_{f}\right) \sin \varphi \hat{\boldsymbol{\rho}}+G_{H}\left(\theta_{f}\right) \cos \varphi \hat{\boldsymbol{\varphi}}\right] \tag{9.43}
\end{equation*}
$$

because (see Fig. 9.7)

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{f}-2\left(\hat{\boldsymbol{\theta}}_{f} \cdot \hat{\mathbf{n}}\right) \hat{\mathbf{n}}=\hat{\boldsymbol{\rho}}, \quad \hat{\boldsymbol{\varphi}}-2(\hat{\boldsymbol{\varphi}} \cdot \hat{\mathbf{n}}) \hat{\mathbf{n}}=\hat{\boldsymbol{\varphi}} . \tag{9.44}
\end{equation*}
$$

Finally, the aperture field at $z_{a}=0$ becomes

$$
\begin{equation*}
\mathbf{E}_{a}(\rho, \varphi)=E_{E}(\rho) \sin \varphi \hat{\boldsymbol{\rho}}+E_{H}(\rho) \cos \varphi \hat{\boldsymbol{\varphi}} \tag{9.45}
\end{equation*}
$$

for $\rho<D / 2$, with

$$
\left.\begin{array}{l}
E_{E}(\rho)  \tag{9.46}\\
E_{H}(\rho)
\end{array}\right\}=-\frac{1}{F} \cos ^{2}\left(\theta_{f} / 2\right)\binom{G_{E}\left(\theta_{f}\right)}{G_{H}\left(\theta_{f}\right)} e^{-j 2 k F}
$$

where the relation between $\rho$ and $\theta_{f}$ is given in (9.32). The phase term $-2 k F$ is a result of the total path length

$$
\begin{equation*}
r\left(\theta_{f}\right)+r\left(\theta_{f}\right) \cos \theta_{f}=k r\left(\theta_{f}\right)\left(1+\cos \theta_{f}\right)=2 k F . \tag{9.47}
\end{equation*}
$$



Figure 9.7: Reflection at paraboloidal surface.

This is readily seen by using (9.31). The feed can also be described by its co- and cross-polar patterns $G_{\mathrm{co}_{45}{ }^{\circ}}\left(\theta_{f}\right)$ and $G_{\mathrm{xp}_{45}}\left(\theta_{f}\right)$ in the $45^{\circ}$-plane ${ }^{4}$. Using these the aperture fields become ${ }^{5}$

$$
\begin{equation*}
\mathbf{E}_{a}(\rho, \varphi)=\left[E_{\mathrm{Co}_{45^{\circ}}}(\rho)-E_{\mathrm{xp}_{45^{\circ}}}(\rho) \cos 2 \varphi\right] \hat{\mathbf{y}}-E_{\mathrm{xp}_{45^{\circ}}}(\rho) \sin 2 \varphi \hat{\mathbf{x}} \tag{9.48}
\end{equation*}
$$

for $\rho<D / 2$, with

$$
\left.\begin{array}{l}
E_{\mathrm{co}_{45^{\circ}}}(\rho)  \tag{9.49}\\
E_{\mathrm{xp}_{45^{\circ}}}(\rho)
\end{array}\right\}=-\frac{1}{F} \cos ^{2}\left(\theta_{f} / 2\right)\binom{G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right)}{G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{f}\right)} e^{-j 2 k F}
$$

The cross-polar part in (9.48) varies as $\sin 2 \varphi$ which gives four cross-polar sidelobes with maximum in the $\varphi= \pm 45^{\circ}$-planes, as for the feed pattern. We see also that the aperture field has constant phase if the far-field function of the feed has constant phase. This never appears exactly in reality, but the most constant phase appears when the phase reference point is at the phase center of the feed. In addition, the feed must be located relative to the reflector such that its phase center is located at the focal point of the paraboloid. This appears automatically if the phase reference point coincides with the phase center. Actually all the above derivations were done with the initial assumption that the phase reference point coincides with the focal point. Finally, we see that the illumination of the aperture rim relative to the center of the aperture is

$$
\begin{align*}
& -20 \log \left|E_{\mathrm{CO}_{45^{\circ}}}(D / 2) / E_{\mathrm{co}_{45^{\circ}}}(0)\right|= \\
= & -20 \log \left|\cos ^{2}\left(\theta_{0} / 2\right) G_{\mathrm{Co}_{45^{\circ}}}\left(\theta_{0}\right) / G_{\mathrm{co}_{45^{\circ}}}(0)\right| . \tag{9.50}
\end{align*}
$$

This value is commonly referred to as the aperture illumination taper. The feed illumination taper is correspondingly

$$
\begin{equation*}
-20 \log \left|G_{\mathrm{Co}_{45^{\circ}}}\left(\theta_{0}\right) / G_{\mathrm{Co}_{45^{\circ}}}(0)\right| \tag{9.51}
\end{equation*}
$$

The difference between these two is due to the space attenuation between the feed and the reflector, which has a $\cos ^{2}(\theta / 2)$ variation with $\theta$.

[^99]
### 9.2.3 Typical radiation pattern of paraboloidal reflector

The far field pattern can be computed most accurately by PO integration as explained in Section 9.1.4. It is then important to add the contribution from the far field function of the feed, according to (9.17). If we do not do this, there will be a large erroneous radiation in the region behind the reflector. The reason is that the PO integral over the reflector and the direct radiation from the feed cancel each other vectorialy in the shadow region behind the reflector, because the PO integration provides the scattered field from the reflector ${ }^{6}$.

The far field pattern from aperture integration is less accurate, but more convenient for analytical work and for interpretations. When we have found the aperture field we can directly use the aperture field integration formulas for free space apertures in Chapter 7. It is important to note that the aperture field is an approximation of the total field caused by the far field of the feed being reflected by the reflector surface, in contrast to the PO integral that only represents the scattered field of the reflector ${ }^{7}$. Therefore, when we include the direct contribution to the total far field from the far field of the feed, we must in this method remove the part of the feed pattern that is blocked by the reflector. This is illustrated in Fig. 9.8. The part of the feed pattern that radiates outside the reflector is referred to as spillover, and represents both a loss in aperture efficiency and increased sidelobes. By comparing the right graphs of Fig. 9.8(b) and 9.8(c) we can clearly see the contribution to the total sidelobes due to direct feed radiation. These so-called spillover lobes appears close to $\theta=180^{\circ}-\theta_{0}$. There is a sharp so-called shadow boundary at the edge of the reflector at $\theta=180^{\circ}-\theta_{0}$, providing a shadow behind the reflector. This will in reality be diffuse due to edge diffraction, which can be accounted for by extending the ray tracing theory with edge diffraction theory. This causes the spillover lobes to be lower than shown in Fig. 9.8. The free space aperture integration formula (using the Huygens equivalent) provides also a far field in the shadow region behind the reflector. This is inaccurate but still usable in theoretical works. The PO integration approach provides much more correct far field patterns than the ones presented here by aperture integration and addition of feed spillover. Still, the present approach is still very useful for interpretation, and, it is numerically faster.

Fig. 9.8(a) illustrates a center blockage of the aperture field, due to the feed (or the subreflector in a rotationally symmetric dual-reflector antenna). This effect will be treated in more detail in Section 9.4.6. We see the effect on the sidelobes by comparing the near-in sidelobes in the two graphs in Fig. 9.8(c). The center blockage causes an increased first sidelobe, and the increase is larger the stronger the feed illumination taper is. We see that every second sidelobe get increased level due to the center blockage.

### 9.2.4 Directivity, feed efficiency and spillover

The total radiated power can be found by integrating the radiation intensity of the feed. The corresponding power integral $P$ becomes (see the definition in (2.93))

$$
\begin{equation*}
P=2 \pi \int_{0}^{\pi}\left[\left|G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2}+\left|G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2}\right] \sin \theta_{f} d \theta_{f} \tag{9.52}
\end{equation*}
$$
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Figure 9.8: ${ }^{*}$ Effects of spillover, center blockage and taper in symmetrical paraboloid. (a) Illustration of feed pattern and aperture distribution in cross section of rotationally symmetric paraboloidal reflector with diameter $D$. (b) and (c) Contributions to co-polar far field patterns of paraboloid in $45^{\circ}$-plane when $D=30 \lambda, d=3 \lambda$ and $\theta_{0}=80^{\circ}$ for different feed illumination tapers. Illustrated for $\cos ^{n}(\theta / 2)$ feed pattern, and by integration over reflector aperture. All contributions are presented in the output coordinate system of the reflector with vertical $z$-axis. Therefore, the maximum of the feed pattern appears at $\pm 180^{\circ}$.

The far-field function of the reflector can be calculated from the aperture field in (9.48) by using the equations in Section 7.5.1. We will study this far-field function for $\theta=0$, in order to derive expressions for the aperture efficiency. We then have

$$
\begin{equation*}
\mathbf{G}(0,0)=-j C_{k} 2 \tilde{E}_{a_{y}}(0,0) \hat{\mathbf{y}} \tag{9.53}
\end{equation*}
$$

where $C_{k}=-j k / 4 \pi$ and (if we use (9.34) and suppress $e^{-j 2 k F}$ )

$$
\begin{align*}
\tilde{E}_{a_{y}}(0,0) & =2 \pi \int_{0}^{D / 2} E_{\mathrm{co}_{45^{\circ}}}(\rho) \rho d \rho  \tag{9.54}\\
& =\pi D \cot \left(\frac{\theta_{0}}{2}\right) \int_{0}^{\theta_{0}} G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right) \tan \left(\frac{\theta_{f}}{2}\right) d \theta_{f}
\end{align*}
$$

In what follows, we use both the two expressions for the aperture integral in (9.54). The former is an integral over the aperture distribution, whereas the equivalent latter expression is written as an integral over the feed pattern, see the illustration in Fig. 9.8. The former expression is generally valid for all reflector types, whereas the latter expression can only be used for feeds illuminating paraboloidal reflectors.
The directivity becomes ${ }^{8}$

$$
\begin{equation*}
D_{0}=\frac{4 \pi\left|\mathbf{G}(0,0) \cdot \hat{\mathbf{c o}}^{*}\right|^{2}}{P}=\frac{4 \pi}{\lambda^{2}} e_{\mathrm{ap}} \pi\left(\frac{D}{2}\right)^{2}=e_{\mathrm{ap}}\left(\frac{\pi D}{\lambda}\right)^{2} \tag{9.55}
\end{equation*}
$$

where the aperture efficiency is

$$
\begin{equation*}
e_{\mathrm{ap}}=\left|\tilde{E}_{a_{y}}(0,0)\right|^{2} /(P A) \tag{9.56}
\end{equation*}
$$

with $A=\pi(D / 2)^{2}$, as the aperture area. This can be expressed as

$$
\begin{equation*}
e_{\mathrm{ap}}=\frac{4 \pi \cot ^{2}\left(\theta_{0} / 2\right)\left|\int_{0}^{\theta_{0}} G_{\mathrm{Co}_{45^{\circ}}}\left(\theta_{f}\right) \tan \left(\theta_{f} / 2\right) d \theta_{f}\right|^{2}}{2 \pi \int_{0}^{\pi}\left[\left|G_{\mathrm{Co}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2}+\left|G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2}\right] \sin \theta_{f} d \theta_{f}} \tag{9.57}
\end{equation*}
$$

The effects of tolerances and the blockage caused by the feed and its support legs have not been included in this version of $e_{\text {ap }}$. It is a function of the radiation characteristics of the feed, and it is therefore often referred to as the feed efficiency. It is also a function of the depth $\theta_{0}$ of the paraboloid. We can alternatively express the aperture efficiency in terms of the integrals of the aperture distribution, according to

$$
\begin{equation*}
e_{\mathrm{ap}}=e_{\mathrm{sp}}\left(\frac{\left(\frac{1}{A}\right)\left|2 \pi \int_{0}^{D / 2} E_{\mathrm{co}_{45^{\circ}}}(\rho) \rho d \rho\right|^{2}}{2 \pi \int_{0}^{D / 2}\left[\left|E_{\mathrm{co}_{45^{\circ}}}(\rho)\right|^{2}+\left|E_{\mathrm{xp}_{45^{\circ}}}(\rho)\right|^{2}\right] \rho d \rho}\right) \tag{9.58}
\end{equation*}
$$

where

$$
\begin{equation*}
e_{\mathrm{sp}}=\frac{2 \pi \int_{0}^{\theta_{\mathrm{o}}}\left[\left|G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2}+\left|G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2}\right] \sin \theta_{f} d \theta_{f}}{2 \pi \int_{0}^{\pi}\left[\left|G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2}+\left|G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2}\right] \sin \theta_{f} d \theta_{f}} \tag{9.59}
\end{equation*}
$$

is the spillover efficiency. The spillover efficiency represents the power within the subtended angle $\theta_{0}$ (i.e., the power hitting the main reflector) relative to the total power radiated by
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Figure 9.9: Example of Cassegrain dual-reflector antenna
the feed. The total power in the aperture is equal to the total power reflected from the main reflector.

We will in Section 9.4 factorize $e_{\text {ap }}$ in different subefficiencies, characterizing different properties of the feed pattern. We will also give numerical values for the case that $G_{\mathrm{co}_{45}{ }^{\circ}}\left(\theta_{f}\right)=$ $\cos ^{n}\left(\theta_{f} / 2\right)$.

### 9.3 The Cassegrain antenna

The classical Cassegrain antenna consists of a paraboloidal main reflector and a hyperboloidal subreflector. We need four independent parameters in order to uniquely describe the geometry of the Cassegrain (Fig. 9.9). The most convenient ones are the main reflector diameter $D$, the subreflector diameter $d$, the subtended half-angle $\theta_{0}$ of the subreflector, and the subtended half-angle $\Psi_{0}$ of the main reflector. The shape of the main reflector is given by (9.31) by replacing $\theta_{f}$ and $\theta_{0}$ by $\Psi$ and $\Psi_{0}$. We will not give the equation for the subreflector here. The paraboloidal main reflector has a primary focal point in the origin of the global coordinate system, and the dual-reflector system has a secondary focal point, whose location can be calculated from $d, \Psi_{0}$ and $\theta_{0}$. We will not give the formula here. In a Cassegrain antenna $\theta_{0}$ is normally small $\left(5^{\circ}<\theta_{0}<30^{\circ}\right)$ and $\Psi_{0}$ is large $\left(70^{\circ}<\Psi_{0}<90^{\circ}\right)$.

### 9.3.1 Aperture field and efficiency

At high frequencies the Cassegrain can be analyzed approximately by aperture integration. We assume that the feed is located with its phase reference point in the secondary focus and has a far-field function of the form given in (9.41). Then, the aperture field is found by using GO ray tracing from the feed via the subreflector and the main reflector to the aperture. The result can be shown to be

$$
\begin{equation*}
\mathbf{E}_{a}(\rho, \varphi)=\left[E_{\mathrm{co}_{45^{\circ}}}(\rho)-E_{\mathrm{xp}_{45^{\circ}}}(\rho) \cos 2 \varphi\right] \hat{\mathbf{y}}-E_{\mathrm{xp}_{45^{\circ}}}(\rho) \sin 2 \varphi \hat{\mathbf{x}}, \tag{9.60}
\end{equation*}
$$

with

$$
\left.\begin{array}{l}
E_{\mathrm{co}_{45^{\circ}}}(\rho)  \tag{9.61}\\
E_{\mathrm{xp}_{45^{\circ}}}(\rho)
\end{array}\right\}=\frac{1}{F_{\mathrm{eq}}} \cos ^{2}\left(\theta_{f} / 2\right)\binom{G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right)}{G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{f}\right)} e^{-j k L_{\mathrm{tot}}}
$$

for $\theta_{f}<\theta_{0}$ where $F_{\text {eq }}=D /\left(4 \tan \left(\theta_{0} / 2\right)\right)$ is called the equivalent focal length. Further, $L_{\text {tot }}$ is the total path length from the secondary focus via the two reflectors to the aperture, e.g., measured along the central ray, and $\rho=2 F_{\text {eq }} \tan \left(\theta_{f} / 2\right)$. From the form of the aperture field it is clear that the aperture efficiency of the Cassegrain has to be given by the same formula (9.57) as the aperture efficiency of the primary fed paraboloid.

We will in the next section factorize the aperture efficiency in different subefficiencies. In addition, we will add center blockage to it. The center blockage effect in the Cassegrain antenna is caused by the subreflector and in the primary-fed paraboloid by the feed.

### 9.4 Subefficiencies of paraboloids and Cassegrains

When characterizing a reflector antenna system with a pencil beam, it is quite common to separate the aperture efficiency in different subefficiencies. In this section we show how this can be done for rotationally symmetric paraboloids and Cassegrain antennas. The principle is general and can also apply to offset and multi-reflector systems. Nevertheless, the formulas for the different subefficiencies are different. The feed is assumed to be of $\mathrm{BOR}_{1}$ type.

### 9.4.1 Spillover, polarization, illumination and phase efficiencies

The first approximation of the efficiency of a paraboloid or Cassegrain antenna was already given by (9.57), and is often referred to as the feed efficiency. This can be factorized in several contributions [1], according to

$$
\begin{equation*}
e_{\mathrm{ap}}=e_{\mathrm{sp}} e_{\mathrm{pol}} e_{\mathrm{ill}} e_{\phi} \tag{9.62}
\end{equation*}
$$

where each factor is described below.
The first efficiency is the spillover efficiency $e_{\text {sp }}$. This is the power within the subtended angle $\theta_{0}$ (i.e., the power hitting the reflector) relative to the total power radiated by the feed. The equation for it was already given in (9.59). The relative spillover power is given by $1-e_{\mathrm{sp}}$. This should be reduced as much as possible in order to improve the directivity. In addition, it is a major contributor to the antenna noise temperature, in particular if the spillover radiation hits the hot ground ${ }^{9}$. In a paraboloid or Cassegrain antenna the spillover efficiency is typically between -0.05 dB and -0.5 dB , depending on the illumination taper of the aperture and the quality of the feed pattern.

The next subefficiency $e_{\mathrm{pol}}$ is the polarization sidelobe efficiency. This is the power of the copolar field relative to the total power, both within $\theta_{0}$. For circular polarization this becomes
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$$
\begin{align*}
e_{\mathrm{pol}} & =\int_{0}^{D / 2}\left|E_{\mathrm{co}_{45^{\circ}}}(\rho)\right|^{2} \rho d \rho / \int_{0}^{D / 2}\left[\left|E_{\mathrm{co}_{45^{\circ}}}(\rho)\right|^{2}+\left|E_{\mathrm{xp}_{45^{\circ}}}(\rho)\right|^{2}\right] \rho d \rho  \tag{9.63}\\
& =\int_{0}^{\theta_{0}}\left|G_{\mathrm{Co}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2} \sin \theta_{f} d \theta_{f} / \int_{0}^{\theta_{0}}\left[\left|G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2}+\left|G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2}\right] \sin \theta_{f} d \theta_{f}
\end{align*}
$$
\]

In this section we are considering ideal excitations for which the radiation field of the feed has zero cross-polarization on axis. Therefore, this polarization sidelobe efficiency is a measure of the power lost in cross-polar sidelobes within $\theta_{0}$. This polarization sidelobe efficiency must not be mixed up with the polarization efficiency in Section 2.3.11, which accounts for a non-ideal excitation of the antenna giving a cross-polar level on axis.

The polarization sidelobe efficiency for linear polarization gets a slightly different form than that for circular polarization in (9.63). The reason is that the $\mathrm{BOR}_{1}$ type far-field function for linear polarization has a cross-polar part with $\sin (2 \varphi)$ variation, giving sidelobes in the $45^{\circ}$-planes only, whereas it has ring-shaped sidelobes around the symmetry axis for circular polarization. The polarization sidelobe efficiency $e_{x}$ for linear polarization is always the highest and can be expressed in terms of $e_{\mathrm{pol}}$ for circular polarization, according to

$$
\begin{equation*}
e_{x}=1-\frac{1}{2}\left(1-e_{\mathrm{pol}}\right) . \tag{9.64}
\end{equation*}
$$

It is normally not needed to differentiate between the two forms of the polarization efficiency. It is sufficient to use (9.63) for both polarizations, and consider it as a measure of the reduction in efficiency due to phase and amplitude differences between the E- and H-plane far-field functions. In most reflector antennas the polarization sidelobe efficiency is very high, typically better than -0.1 dB .
By using (9.63) as the polarization efficiency, we achieve the following illumination efficiency

$$
\begin{align*}
e_{\mathrm{ill}} & =\frac{\left|2 \pi \int_{0}^{D / 2}\right| E_{\mathrm{Co}_{45^{\circ}}}(\rho)|\rho d \rho|^{2}}{A 2 \pi \int_{0}^{D / 2}\left|E_{\mathrm{Co}_{45^{\circ}}}(\rho)\right|^{2} \rho d \rho}  \tag{9.65}\\
& =2 \cot ^{2}\left(\frac{\theta_{0}}{2}\right) \frac{\left[\int_{0}^{\theta_{0}}\left|G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right)\right| \tan \left(\frac{\theta_{f}}{2}\right) d \theta_{f}\right]^{2}}{\int_{0}^{\theta_{0}}\left|G_{\mathrm{Co}_{45^{\circ}}}\left(\theta_{f}\right)\right|^{2} \sin \theta_{f} d \theta_{f}}
\end{align*}
$$

with $A=\pi(D / 2)^{2}$. The illumination efficiency, $e_{\text {ill }}$, becomes unity for a uniform aperture illumination, i.e., when $\left|E_{\mathrm{co}_{45^{\circ}}}(\rho)\right|=$ const corresponding to $\left|G_{\mathrm{Co}_{45}{ }^{\circ}}\left(\theta_{f}\right)\right|=$ const $/ \cos ^{2}\left(\theta_{f} / 2\right)$. The illumination efficiency is in a practical antenna typically between -0.4 dB and -1.5 dB , for illumination tapers varying between 10 dB and 20 dB .

The remaining subefficiency is due to phase errors in the co-polar radiation field $G_{\mathrm{co}_{45}{ }^{\circ}}\left(\theta_{f}\right)$. This is the phase efficiency

$$
\begin{equation*}
e_{\phi}=\frac{\left|\int_{0}^{D / 2} E_{\mathrm{Co}_{45^{\circ}}}(\rho) \rho d \rho\right|^{2}}{\left[\int_{0}^{D / 2}\left|E_{\mathrm{Co}_{45^{\circ}}}(\rho)\right| \rho d \rho\right]^{2}}=\frac{\left|\int_{0}^{\theta_{0}} G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right) \tan \left(\frac{\theta_{f}}{2}\right) d \theta_{f}\right|^{2}}{\left[\int_{0}^{\theta_{0}}\left|G_{\mathrm{Co}_{45^{\circ}}}\left(\theta_{f}\right)\right| \tan \left(\frac{\theta_{f}}{2}\right) d \theta_{f}\right]^{2}} . \tag{9.66}
\end{equation*}
$$

The phase efficiency is the only subefficiency which depends on the location of the phase reference point of the feed, i.e., the location of the feed relative to the focal point of the reflector. This fact can be used to uniquely define a phase center for the feed, corresponding to the feed location which maximizes the phase efficiency. A formula for calculation of the phase center will be derived from this definition to be presented in Section 9.4.3. When the feed is located with its phase center in the focal point of the reflector, the phase efficiency is normally very high, typically better than -0.1 dB . If the co-polar far-field function has constant phase, the phase efficiency is 0.0 dB .

### 9.4.2 Example: $\cos ^{n}\left(\theta_{f} / 2\right)$ feed

In order to illustrate the significance of the different subefficiencies it is convenient to use a theoretical radiation pattern as an example. Let us therefore assume that

$$
\begin{equation*}
G_{\mathrm{Co}_{45^{\circ}}}\left(\theta_{f}\right)=\cos ^{n}\left(\theta_{f} / 2\right), \quad G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{f}\right)=0, \tag{9.67}
\end{equation*}
$$

which describes the shape of the main lobe of the most common feed patterns by choosing $n$ such that, e.g., the 10 dB tapers of (9.67) and of the actual feed pattern are equal. Thus, $n$ can be calculated from

$$
n=\left|A_{0}\right|_{\mathrm{aB}} /\left(-20 \log \left(\cos \left(\theta_{0} / 2\right)\right)\right),
$$

where $\left|A_{0}\right|_{\mathrm{dB}}=-20 \log \left(\left|A_{0}\right|\right)$ is the amplitude taper $A_{0}$ in dB of the actual feed pattern at $\theta_{0}$, i.e.,

$$
\begin{equation*}
A_{0}=G_{\mathrm{CO}_{45^{\circ}}}\left(\theta_{0}\right) / G_{\mathrm{Co}_{45^{\circ}}}(0) \tag{9.68}
\end{equation*}
$$

This $\cos ^{n}\left(\theta_{f} / 2\right)$ pattern is very similar to a Gaussian beam within the 10 dB beamwidth, but it has the advantage over the Gaussian beam that the feed efficiency integral can be solved analytically. By using (9.57), this becomes

$$
\begin{equation*}
e_{f}=4 \cot ^{2}\left(\theta_{0} / 2\right)\left[1-\cos ^{n}\left(\theta_{0} / 2\right)\right]^{2}(n+1) / n^{2} . \tag{9.69}
\end{equation*}
$$

Eq. (9.69) is shown in Fig. 9.10, as a function of the feed illumination taper $\left|A_{0}\right|_{\mathrm{dB}}{ }^{10}$. It is also common to consider the efficiency as a function of the aperture illumination taper defined in (9.50) which is stronger than the feed taper because the space attenuation increases with $\theta$. For our $\cos ^{n}\left(\theta_{f} / 2\right)$ feed pattern the aperture taper becomes

$$
A_{\mathrm{ap}}=A_{0} \cos ^{2}\left(\theta_{0} / 2\right) .
$$

We see in Fig. 9.10 that higher feed efficiencies are available in Cassegrain systems (small $\theta_{0}$ ) than in primary-fed paraboloids (large $\theta_{0}$ ). The highest feed efficiency is about -0.9 dB , and appears for 10 dB feed illumination taper in a Cassegrain antenna. Higher efficiencies are available with improved feed designs ${ }^{11}$.

The spillover efficiency for the same feed pattern becomes

$$
\begin{equation*}
e_{\mathrm{sp}}=1-\cos ^{2 n+2}\left(\theta_{0} / 2\right) \approx 1-\left(A_{0}\right)^{2} \tag{9.70}
\end{equation*}
$$

where the approximation is valid for $\theta_{0}<30^{\circ}$. The most accurate formula is plotted as a function of the feed illumination taper in Fig. 9.10. Thus, in a Cassegrain with -10 dB
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Figure 9.10: *Feed efficiency and spillover efficiency for the theoretical feed pattern $\cos ^{n}(\theta / 2)$ when it is used to feed a paraboloid or Cassegrain antenna.
illumination taper the spillover efficiency is about $90 \%$ whereas it is $99 \%$ if the taper is 20 dB . The illumination efficiency can be found by dividing (9.69) with (9.70). It becomes almost equal to the spillover efficiency when the taper is 10 dB .

The cross-polar feed pattern $G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{f}\right)$ is half the difference between the E-and H-plane patterns. It is very sensitive to phase differences between them. If we assume that the E- and H-plane patterns have ideal phase centers which are separated by $2 \delta$, and that the patterns otherwise are equal, we may write

$$
\begin{align*}
& G_{E}\left(\theta_{f}\right)=\cos ^{n}\left(\theta_{f} / 2\right) e^{j 2 k \delta \sin ^{2}\left(\theta_{f} / 2\right)}  \tag{9.71}\\
& G_{H}\left(\theta_{f}\right)=\cos ^{n}\left(\theta_{f} / 2\right) e^{-j 2 k \delta \sin ^{2}\left(\theta_{f} / 2\right)} \tag{9.72}
\end{align*}
$$

where $k=2 \pi / \lambda$ is the wavenumber. This gives

$$
\begin{align*}
& G_{\mathrm{Co}_{45^{\circ}}}\left(\theta_{f}\right)=\cos ^{n}\left(\theta_{f} / 2\right) \cos \left(2 k \delta \sin ^{2}\left(\theta_{f} / 2\right)\right),  \tag{9.73}\\
& G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{f}\right)=j \cos ^{n}\left(\theta_{f} / 2\right) \cos \left(2 k \delta \sin ^{2}\left(\theta_{f} / 2\right)\right) . \tag{9.74}
\end{align*}
$$

We can get some simple and useful results if we approximate $\cos ^{2 n}\left(\theta_{f} / 2\right)$ by

$$
\begin{equation*}
\left|G_{H}\left(\theta_{f}\right)\right|^{2}=\left|G_{E}\left(\theta_{f}\right)\right|^{2}=1-\left(1-A_{0}^{2}\right)\left(\theta_{f} / \theta_{0}\right)^{2} \quad \text { for } \theta_{f}<\theta_{0} \tag{9.75}
\end{equation*}
$$

where $A_{0}=\left|G_{E}\left(\theta_{0}\right) / G_{E}(0)\right|$ is the feed illumination taper. Then, when $\theta_{0}$ is small and $2 k \delta \sin ^{2}\left(\theta_{0} / 2\right) \ll \pi / 2$, it is possible to derive analytical expressions for the maximum of the cross-polar pattern $G_{\mathrm{xp}_{45}}\left(\theta_{f}\right)$. The maximum is found to appear for

$$
\begin{equation*}
\theta_{m}=\theta_{0} \sqrt{\left(2 /\left[3\left(1-A_{0}^{2}\right)\right]\right)} \tag{9.76}
\end{equation*}
$$

for which the co-polar level is

$$
\begin{equation*}
\left.\left|G_{\mathrm{CO}_{45^{\circ}}}\left(\theta_{m}\right) / G_{\mathrm{CO}_{45^{\circ}}}(0)\right|^{2}=1 / 3 \quad \text { (i.e., }-5 \mathrm{~dB}\right) \tag{9.77}
\end{equation*}
$$

and the maximum cross-polar sidelobe level becomes

$$
\begin{equation*}
\left|G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{m}\right) / G_{\mathrm{co}_{45^{\circ}}}(0)\right|^{2} \approx\left(\Delta \phi_{0}\right)^{2} / 27 \tag{9.78}
\end{equation*}
$$

where $\Delta \phi_{0}$ is the difference in radians between the phases of the E- and H-plane radiation patterns for $\theta_{f}=\theta_{0}$, i.e., $\Delta \phi_{0}=4 k \delta \sin ^{2}\left(\theta_{0} / 2\right)$ from (9.71) and (9.72). This means that the maximum of the cross-polar sidelobe appears where the co-polar field is about 5 dB lower, if the cross-polarization is caused by different phase centers in E- and H-planes. Also, from (9.78), we see that in order to get a cross-polar sidelobe which is more than 30 dB lower than the co-polar maximum, we must require that the difference $\Delta \phi_{0}$ between the E- and H-plane phases is less than about $10^{\circ}$ for $\theta_{f}=\theta_{0}$.
An approximate and illustrative formula for the polarization efficiency can also be derived when $\left|G_{E}\left(\theta_{f}\right)\right|^{2}$ and $\left|G_{H}\left(\theta_{f}\right)\right|^{2}$ are given by (9.75). With the same assumptions which were used to obtain (9.76)-(9.78), we obtain

$$
\begin{equation*}
e_{\mathrm{pol}} \approx 1-\left(\Delta \phi_{0}\right)^{2} / 24 \tag{9.79}
\end{equation*}
$$

for illumination tapers of 10 dB or more, and

$$
\begin{equation*}
e_{\mathrm{pol}} \approx 1-\left(\Delta \phi_{0}\right)^{2} / 12 \tag{9.80}
\end{equation*}
$$

for a uniform illumination. We see that the polarization efficiency is higher than $99 \%$ if the maximum of the cross-polar sidelobe is more than 20 dB lower than the main lobe. In fact, by comparing (9.78) and (9.79) we see that for a tapered illumination we have the following approximate relation between the polarization efficiency $e_{\mathrm{pol}}$ and the maximum cross-polar sidelobe

$$
\begin{equation*}
e_{\mathrm{pol}} \approx 1-\left|G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{m}\right) / G_{\mathrm{co}_{45^{\circ}}}(0)\right|^{2} \tag{9.81}
\end{equation*}
$$

Therefore, if the maximum cross-polar sidelobe is $20 \log \left|G_{\mathrm{xp}_{45^{\circ}}}\left(\theta_{m}\right) / G_{\mathrm{co}_{45}{ }^{\circ}}(0)\right|^{2}=-20 \mathrm{~dB}$, the polarization efficiency is about $99 \%$, i.e., -0.05 dB . Thus, the polarization efficiency is very high for normal cross-polar sidelobe levels.

### 9.4.3 Phase center

The phase center is the location of the phase reference point which minimizes the phase variations of the co-polar far-field function $G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right)$ over a specified angular region. A simple formula to calculate the phase center was given in Section 2.3.7. This is valid if the phase of $G_{\mathrm{co}_{45}{ }^{\circ}}\left(\theta_{f}\right)$ is nearly constant when referred to the phase center. However, in practice the phase of $G_{\mathrm{co}_{45}{ }^{\circ}}\left(\theta_{f}\right)$ will never be constant, so we introduce an exact definition of it, as the phase reference point which maximizes the phase efficiency in (9.66). This definition is valid for feeds in paraboloids and Cassegrain antennas, and we will use it to derive an expression for calculation of its location [2]. First, we write $\eta_{\phi}$ in a form which makes it more convenient for maximization. We introduce

$$
\begin{gather*}
G_{\mathrm{co}_{45^{\circ}}}(\theta)=\left|G_{\mathrm{co}_{45^{\circ}}}(\theta)\right| e^{j \phi(\theta)} ; \quad G_{\mathrm{co}_{45^{\circ} \delta}}(\theta)=\left|G_{\mathrm{co}_{45^{\circ}}}(\theta)\right| e^{j \phi_{\delta}(\theta)},  \tag{9.82}\\
\text { where } \quad \phi_{\delta}(\theta)=\phi(\theta)-k \delta \cos \theta \tag{9.83}
\end{gather*}
$$

is the phase function when the phase reference point is moved to $z=\delta$ (See (2.51)). We assume small phase errors, i.e.,

$$
\begin{equation*}
\phi_{\delta}(\theta)-\phi_{\delta}(0) \ll \frac{\pi}{2} \tag{9.84}
\end{equation*}
$$

and get by Taylor expansion of the phase factor

$$
\begin{equation*}
e_{\phi_{\delta}}=1-\overline{\left(\phi_{\delta}^{2}\right)}+\left(\overline{\phi_{\delta}}\right)^{2}, \tag{9.85}
\end{equation*}
$$

where $\overline{\phi_{\delta}}$ and $\overline{\left(\phi_{\delta}^{2}\right)}$ are the mean and the mean-square phase errors, respectively, given by

$$
\begin{gather*}
\overline{\phi_{\delta}}=\int_{0}^{\theta_{0}} w(\theta)\left[\phi_{\delta}(\theta)-\phi_{\delta}(0)\right] d \theta / \int_{0}^{\theta_{0}} w(\theta) d \theta  \tag{9.86}\\
\overline{\left(\phi_{\delta}^{2}\right)}=\int_{0}^{\theta_{0}} w(\theta)\left[\phi_{\delta}(\theta)-\phi_{\delta}(0)\right]^{2} d \theta / \int_{0}^{\theta_{0}} w(\theta) d \theta \tag{9.87}
\end{gather*}
$$

where the weight is

$$
\begin{equation*}
w(\theta)=\left|G_{\mathrm{co}_{45^{\circ}}}(\theta)\right| \tan (\theta / 2) \tag{9.88}
\end{equation*}
$$

An alternative and equal expression is

$$
\begin{equation*}
e_{\phi \delta}=1-\overline{\left(\phi_{\delta}-\overline{\phi_{\delta}}\right)^{2}} \tag{9.89}
\end{equation*}
$$

$$
\begin{equation*}
\text { where } \quad \overline{\left(\phi_{\delta}-\overline{\phi_{\delta}}\right)^{2}}=\int_{0}^{\theta_{0}} w(\theta)\left[\phi_{\delta}(\theta)-\overline{\phi_{\delta}}\right]^{2} d \theta / \int_{0}^{\theta_{0}} w(\theta) d \theta \tag{9.90}
\end{equation*}
$$

is the mean-square phase error around the mean phase error.
By substituting (9.83) into (9.86) and (9.87), we can write (9.85) as a function of $k \delta$ as

$$
\begin{equation*}
e_{\phi \delta}=c-2 b k \delta-a(k \delta)^{2} \tag{9.91}
\end{equation*}
$$

where

$$
\begin{gathered}
c=1-\frac{I_{\mathrm{w} \phi 2}}{I_{w}}+\left(\frac{I_{\mathrm{w} \delta}}{I_{w}}\right)^{2}, \quad b=\frac{I_{\mathrm{w} \phi \mathrm{c}}}{I_{w}}-\frac{I_{\mathrm{w} \phi} I_{\mathrm{wc}}}{I_{w}^{2}}, \quad a=\frac{I_{\mathrm{wc} 2}}{I_{w}}-\left(\frac{I_{\mathrm{wc}}}{I_{w}}\right)^{2}, \\
\text { with } \quad I_{w}=\int_{0}^{\theta_{0}} w(\theta) d \theta, \quad I_{\mathrm{wc}}=\int_{0}^{\theta_{0}} w(\theta)[\cos \theta-1] d \theta \\
I_{\mathrm{wc} 2}=\int_{0}^{\theta_{0}} w(\theta)[\cos \theta-1]^{2} d \theta, \quad I_{\mathrm{w} \phi}=\int_{0}^{\theta_{0}} w(\theta)[\phi(\theta)-\phi(0)] d \theta \\
I_{\mathrm{w} \phi 2}=\int_{0}^{\theta_{0}} w(\theta)[\phi(\theta)-\phi(0)]^{2} d \theta \quad \text { and } \quad I_{\mathrm{w} \phi \mathrm{c}}=\int_{0}^{\theta_{0}} w(\theta)[\cos \theta-1][\phi(\theta)-\phi(0)] d \theta
\end{gathered}
$$

Eq. (9.91) has a simple dependence on $\delta$ and can easily be maximized. The result $\delta=\delta_{0}$, which we define as the phase center, becomes

$$
\begin{equation*}
k \delta_{0}=\frac{b}{a}=\frac{I_{w} I_{\mathrm{w} \phi \mathrm{c}}-I_{\mathrm{w} \phi} I_{\mathrm{wc}}}{I_{\mathrm{wc} 2} I_{w}-\left(I_{\mathrm{wc}}\right)^{2}} \tag{9.92}
\end{equation*}
$$

The phase center, as defined here, is a function of the subtended angle $\theta_{0}$. The corresponding maximum phase efficiency is

$$
\begin{equation*}
\left(e_{\phi \delta}\right)_{\max }=c+\frac{b^{2}}{a} \tag{9.93}
\end{equation*}
$$

The above formulas assume small phase errors. If they are not small, we may first calculate an approximate phase center by using (2.63), transform the phase reference point to this location, and thereafter use the above formulas.

### 9.4.4 Axial displacements of feed

For small axial displacements of the feed around the phase center $\delta_{0}$, we can rewrite (9.91) in the following form

$$
\begin{equation*}
e_{\phi \delta}=\left(e_{\phi \delta}\right)_{\max }-a\left[k\left(\delta-\delta_{0}\right)\right]^{2} \tag{9.94}
\end{equation*}
$$

This equation can be used to find the required axial tolerances of the feed position. Let us define the tolerance $\pm \Delta \delta$ as the displacement, causing an efficiency reduction of 0.1 dB , corresponding to $e_{\phi \delta}=0.977\left(e_{\phi \delta}\right)_{\max }$. This gives from (9.94)

$$
\begin{equation*}
k \Delta \delta=0.151 \sqrt{\frac{1}{a}\left(e_{\phi \delta}\right)_{\max }} \tag{9.95}
\end{equation*}
$$

From (9.91) we find that it is independent of the phase pattern $\phi(\theta)$. It is therefore illustrative to elaborate (9.94) and (9.95) with an example. We consider a theoretical feed of the form


Figure 9.11: ${ }^{\star}$ Efficiency losses due to defocussing of paraboloid or conventional Cassegrain. $\theta_{0}$ is subtended half angle of reflector system, and $\delta$ is spacing between focal point of reflector system and phase center of feed.
$\cos ^{n}(\theta / 2)$, evaluate $a$ numerically, and present results as function of the feed illumination taper $\cos ^{n}\left(\theta_{0} / 2\right)$ for $\left(e_{\phi \delta}\right)_{\max }=1$ in Fig. 9.11 and Fig. 9.12^. We see that $\Delta \delta$ depends strongly on the subtended angle $\theta_{0}$, and is almost independent of the feed taper. In Cassegrain antennas $\left(\theta_{0}<30^{\circ}\right)$ we can displace the feed by several wavelengths before any defocussing appears, whereas in deep primary-fed paraboloids $\left(\theta_{0} \approx 90^{\circ}\right)$ the feed needs to be located with its phase center within fractions of a wavelength from the focal point.

The analytical results are rather complicated expressions, and are therefore not given here. A useful analytic approximation (except for $\theta_{0} \approx 90^{\circ}$ ) for the phase center tolerance is

$$
\begin{equation*}
\Delta \delta / \lambda=0.045 / \sin ^{2}\left(\theta_{0} / 2\right) \tag{9.96}
\end{equation*}
$$

### 9.4.5 Surface tolerances

The aperture efficiency is also reduced due to the finite surface accuracy of the reflector. This causes phase errors, and the corresponding efficiency reduction can be accounted for by using (9.85) with (see Fig. 9.13)

$$
\begin{equation*}
\phi(\theta, \varphi)=(1+\cos \theta) k \Delta z(\theta, \varphi) \approx 2 k \Delta z(\theta, \varphi), \tag{9.97}
\end{equation*}
$$

with $\Delta z(\theta, \varphi)$ is the surface error. We see that (9.85) becomes

$$
\begin{equation*}
e_{\mathrm{tot}}=1-\left(2 k \Delta z_{\mathrm{rms}}\right)^{2} ; \quad \Delta z_{\mathrm{rms}}=\sqrt{\overline{(\Delta z)^{2}}-(\overline{\Delta z})^{2}} \tag{9.98}
\end{equation*}
$$

is the weighted Root Mean-Square (RMS) of the surface error around the mean surface error $\overline{\Delta z}$. For less than 0.3 dB loss we need a RMS surface accuracy better than $\Delta z_{\text {rms }}=\lambda / 50$.


Figure 9.12: ${ }^{*}$ Maximum defocussing $\Delta \delta$ of prime-focus paraboloid or conventional Cassegrain, corresponding to 0.1 dB reduction in phase efficiency $\eta_{\phi \delta}$ for feed illumination tapers of 0 dB and -20 dB .


Figure 9.13: Illustration of surface errors.

Some surface errors may increase quadratically towards the reflector rim. If this is the case, the maximum acceptable error at the rim is four times the RMS error. The effects of reflector tolerances on the directivity and radiation pattern was first studied by J. Ruze in the classic paper [3].

### 9.4.6 Aperture blockage

In rotationally symmetric antennas the feed or the subreflector and their support struts will cause aperture blockage (see Fig. 9.8). We will here only treat center blockage from the feed and the subreflector, and refer to [4] for strut blockage. The center blockage can be accounted for in the efficiency calculations by a center blockage efficiency, which is obtained by removing the central region from the aperture integral. By doing this for the total aperture efficiency (see (9.56)) we obtain

$$
\begin{gather*}
\left(e_{\mathrm{ap}}\right)_{b}=\left|\tilde{E}_{a_{y_{b}}}(0,0)\right|^{2} /(P A),  \tag{9.99}\\
\text { with } \quad \tilde{E}_{a_{y_{b}}}(0,0)=2 \pi \int_{d / 2}^{D / 2} E_{\mathrm{co}_{45^{\circ}}}(\rho) \rho d \rho, \tag{9.100}
\end{gather*}
$$

where $d$ is the blockage diameter. We may express (9.100) as

$$
\begin{equation*}
\tilde{E}_{a_{y_{b}}}(0,0)=\tilde{E}_{a_{y}}(0,0)-2 \pi \int_{0}^{d / 2} E_{\mathrm{co}_{45^{\circ}}}(\rho) \rho d \rho \tag{9.101}
\end{equation*}
$$

where $\tilde{E}_{a_{y}}(0,0)$ is the unblocked aperture integral in (9.54). Therefore, we see that the aperture efficiency $\left(e_{\text {ap }}\right)_{b}$ with blockage may be expressed as

$$
\begin{gather*}
\left(e_{\mathrm{ap}}\right)_{b}=e_{\mathrm{ap}}\left|1-\Delta_{\mathrm{cb}}\right|^{2}  \tag{9.102}\\
\text { where } \quad \Delta_{\mathrm{cb}}=\int_{0}^{d / 2} E_{\mathrm{Co}_{45^{\circ}}}(\rho) \rho d \rho / \int_{0}^{D / 2} E_{\mathrm{Co}_{45}{ }^{\circ}}(\rho) \rho d \rho
\end{gather*}
$$

If we assume that $d \ll D$ and $E_{\mathrm{co}_{45^{\circ}}}(\rho) \approx$ constant for $0<\rho<d / 2$, and if we introduce (9.54), we get

$$
\begin{equation*}
\Delta_{\mathrm{cb}}=C_{b}(d / D)^{2} \tag{9.104}
\end{equation*}
$$



Figure 9.14: *Aperture blockage efficiency $\left|1-\Delta_{c b}\right|^{2}$ as a function of subreflector over main reflector diameter $d / D$.

$$
\begin{equation*}
\text { with } \quad C_{b}=\frac{E_{\mathrm{co}_{45^{\circ}}}(0)}{2 \int_{0}^{1} E_{\mathrm{Co}_{45^{\circ}}}(u D / 2) u d u}=\frac{\tan ^{2}\left(\theta_{0} / 2\right) G_{\mathrm{co}_{45^{\circ}}}(0)}{\int_{0}^{\theta_{0}} G_{\mathrm{co}_{45^{\circ}}}\left(\theta_{f}\right) \tan \left(\theta_{f} / 2\right) d \theta_{f}} \text {. } \tag{9.105}
\end{equation*}
$$

If we use the same $\cos ^{n}\left(\theta_{f} / 2\right)$ feed pattern as before, the blockage constant becomes

$$
\begin{equation*}
C_{b}=\frac{\tan ^{2}\left(\theta_{0} / 2\right) \cdot n}{2\left(1-\cos ^{n}\left(\theta_{0} / 2\right)\right)} . \tag{9.106}
\end{equation*}
$$

The aperture blockage efficiency $\left|1-\Delta_{\mathrm{cb}}\right|^{2}$ is evaluated from the above formulas and plotted in Fig. $9.14^{\star}$. The aperture taper is provided by a feed pattern of $\cos ^{n}\left(\theta_{f} / 2\right)$ shape by choosing the value of $n$ appropriately. A common choice of $d / D$ in a Cassegrain antenna is $d / D=0.1$. Then, we see that the blockage efficiency varies between -0.15 dB and -0.3 dB for aperture tapers between 10 dB and 20 dB .

If $d / D$ is larger than 0.1 , the above equations will not be accurate. The reason is that the blocked power becomes significant. This is neglected in the above analysis. But in reality, it will be reflected by the blocking element (the feed or the subreflector) back towards the main reflector where it is reradiated and may cause multiple reflections and standing waves between the blocking element and the main reflector. These multiple reflections will effect the radiation on axis very differently at different frequencies. It is, however, possible to use them constructively to improve an antenna [5].

Aperture blockage will also cause increased sidelobes of the antenna. These can be calculated by subtracting the far-field function of the blocked region from the far-field function of the unblocked aperture, in a similar way as for the efficiency reduction.

### 9.4.7 Edge diffraction efficiency

The field incident on the main reflector of the Cassegrain is reflected by GO from the subreflector. GO is only valid when the reflectors are large in terms of wavelengths. The finite


Figure 9.15: *Losses due to subreflector blockage and edge diffraction in Cassegrain. (a) Blockage and diffraction efficiency as a function of main reflector diameter for different illumination tapers $A_{0}$ in dB for the optimum choice of $d / D$. (b) Total aperture efficiency for $d / D=0.1$ with the main reflector diameter $D$ as parameter as a function of the feed illumination taper in dB .
diameter of the subreflector will therefore cause edge diffraction losses. In order to keep these losses as small as possible, the subreflector must have a diameter $d<10 \lambda / \sin \left(\Psi_{0}\right)$, where $\Psi_{0}$ is the subtended half angle of the paraboloid, as defined in Fig. 9.9. This can easily be seen from the formulas in the following text.

We will give an asymptotic formula for a combined edge diffraction and blockage efficiency $e_{\mathrm{b}+\mathrm{d}}$ [6] which is derived by using the uniform geometry of diffraction (see reference [29] in Chapter 1 of this textbook). The total aperture efficiency is

$$
\begin{equation*}
e_{\mathrm{ap}_{\mathrm{tot}}}=e_{\mathrm{ap}} e_{\mathrm{b}+\mathrm{d}} \tag{9.107}
\end{equation*}
$$

where $e_{\mathrm{ap}}$ is the previous aperture efficiency in (9.62) and

$$
\begin{equation*}
e_{\mathrm{b}+\mathrm{d}}=\left|1-\Delta_{\mathrm{cb}}-\Delta_{d}\right|^{2} \tag{9.108}
\end{equation*}
$$

where the blockage term $\Delta_{\mathrm{cb}}$ is the same as in (9.104), and the diffraction term

$$
\begin{equation*}
\Delta_{d}=(1-j) C_{d} \sqrt{\frac{\lambda}{d \sin \Psi_{0}}} \sqrt{1-\frac{d}{D}} A_{0} \tag{9.109}
\end{equation*}
$$

with $D$ the main reflector diameter, $d$ the subreflector diameter, $A_{0}$ the aperture illumination taper (amplitude), and

$$
\begin{equation*}
C_{d}=\frac{1}{\pi} \cos ^{2}\left(\theta_{0} / 2\right) C_{b} \tag{9.110}
\end{equation*}
$$

Some results based on these formulas are presented in Fig. 9.15*. It is possible to differentiate (9.108) with respect to $d / D$ in order to determine the $d / D$ ratio which maximizes the efficiency. This optimum $d / D$ is used to generate the results in Fig. 9.15a. The result of such a differentiation gives $(d / D) \approx 0.05$ for most practical antenna sizes. For small main reflector diameters it may be necessary to increase this in order to illuminate the subreflector properly with as small spillover as possible, but we should not use $(d / D)>0.10$. Then, multiple scattering effects may dominate over blockage and diffraction losses.

### 9.4.8 Example: Corrugated feed horn for Cassegrain antenna

We consider a classical Cassegrain antenna with 20 m diameter for operation at 8 GHz with an expected aperture efficiency of $-1 \mathrm{~dB}(80 \%)$ when aperture blockage is not accounted for. The subtended half angle seen from the focal point towards the subreflector is $15^{\circ}$.
a) Determine the expected directivity when blockage is not accounted for.
b) Use the expected aperture efficiency to determine the length and diameter of the shortest conical corrugated horn which can feed the Cassegrain.
c) Find where to locate the horn relative to the focal point of the Cassegrain.

## SOLUTION:

a) The directivity becomes $(\lambda=30 / 8=3.75 \mathrm{~cm})$ :

$$
\left(D_{0}\right)_{\mathrm{dBi}}=e_{\mathrm{ap}}\left(\frac{\pi D}{\lambda}\right)^{2}=0.8\left(\frac{\pi \cdot 2000}{3.75}\right)^{2}=63.51 \mathrm{dBi}
$$

b) For a Cassegrain $\theta_{0}$ is normally small, so that the aperture illumination taper becomes equal to the feed illumination taper. Then, to get -1 dB efficiency we need a taper of about 11 dB (see Fig. 9.10). The aperture taper is for quite small subtended angles equal to the feed taper. The shortest possible horn which can provide this is a maximum gain horn, see Section 8.9.5. We can use (8.84) to determine the length $L$ of the horn, with $T=-11 \mathrm{~dB}$ and $\theta=15^{\circ}=0.2618 \mathrm{rad}$, i.e.,

$$
L=-0.07 \frac{(-11)}{(0.2618)^{2}} \lambda=11 \lambda=41 \mathrm{~cm}
$$

The horn diameter is determined from $L=1.1 a^{2} / \lambda$, i.e.,

$$
D_{\mathrm{hrn}}=2 a=2 \sqrt{\frac{\lambda L}{1.1}}=2 \sqrt{10} \lambda=6.3 \lambda=23.6 \mathrm{~cm}
$$

c) The phase center of a maximum gain horn is located at $Z_{\mathrm{pc}}=-L / 2$ from the aperture. This must coincide with the focal point of the Cassegrain.

### 9.5 Other reflector shapes

Modern reflector antennas have often surfaces that are shaped in order to provide a desired radiation pattern. They may be shaped to maximize the gain, reduce the sidelobes in particular regions or to generate a contoured beam. The art of designing shaped reflectors is referred to as reflector synthesis.
The original reflector synthesis is based on solving differential equations to obtain a desired aperture distribution, which is given from requirements on the directivity and first sidelobes of the far-field function. The aperture distribution should e.g. be uniform with constant phase to get the highest directivity ${ }^{12}$. The original reflector synthesis approach was to use Geometrical Optics (GO) reflections on the subreflector and main reflector, and formulate differential equations for two rotationally symmetric reflector surfaces [7]. This was used to maximize gain in the large ground stations for satellite communications used in the 1980s. The synthesis method was extended to asymmetric offset geometries in [8]-[9] in order to reduce the sidelobes due to the center blockage, and maintain the higher aperture efficiency and lower cross-polar sidelobes otherwise being present. A completely new approach to the reflector synthesis was introduced in [10]-[11] in connection with the design of a dualreflector feed for the 300 m diameter spherical reflector of the radio-telescope in Arecibo [12]. The method made use of the laws in [13] that governs GO mapping of the far-field of the feed onto the aperture, and the modern GO ray tracing formulations [14]. This made it possible to avoid differential equations, and instead achieve the reflector shapes directly after the main geometry (relative locations and diameters of the reflectors) have been specified. The solution is done by solving repeatedly linear equations when progressing stepwise in circles from the central ray to the rim of the reflectors.

Multi-reflector antennas can be analyzed both by GO ray tracing and PO integration. The PO approach is more accurate, but takes long time. The results for the dual-reflector feed of

[^104]the Arecibo tri-reflector are compared in [12]. The GO analysis can be extended with UTD ${ }^{13}$. This becomes too complicated when there are more than two reflectors. However, it can be conveniently done by using a UTD-approach by which the width of a transition region is traced via several reflectors [15], and finally the edge diffraction efficiency can be evaluated in the aperture [16]. This approach is fast and shows good agreement with PO integration approach [17]. This approach is also easily applied to offset dual-reflector systems [18], and they correspond for the rotationally symmetric case to the edge diffraction efficiency result in Section 9.4.7.

Reflector synthesis can also include edge diffraction [19], normally by PO integration which is very flexible [20]. Reflector antennas for satellite applications with contoured or multiple beams can also be achieved by synthesizing the excitation of an array of feeds [20]. The feed can also be realized as a dense array, in which case we call it a Focal Plane Array (FPA). The FPA described in [21] is used to form a sector beam that can illuminate the subreflector of a Cassegrain system in such a way that the sensitivity of it improves. At the same time multiple beams can be achieved. It is also possible to synthesize sector beams for this purpose by using a lens in front of the horn aperture [22].

Reflector antennas can also be realized as parabolic cylinders with a linear array feed [23]. Then, diffraction efficiencies similar to those in [6] are observed due to diffraction from the ends of the line feed [24].

### 9.6 Prime-focus feeds

Corrugated horns ${ }^{14}$ are normally very flexible to use as feeds for dual-reflector antennas, because the can be designed for any beam width with high performance in terms of bandwidth, cross-polarization and sidelobes. They are heavy though. Corrugated horns are also used as prime-focus feeds, and they can provide wide beams with constant width over almost octave bandwidth [25]. Some more feeds and their design principles are overviewed in [26]. We will briefly summarize them here.

The hat feed is a self-supported rear-radiating corrugated horn type feed. The design was originally proposed in [27] for satellite-TV reception. The first successful commercial application was for radio links [28]. The hat feed has a ring-shaped phase center, so the optimum reflector is a ring-focus paraboloid [29]. The bandwidth was originally very small, but it has finally reached $33 \%$ which is very good for such a primary feed [30]. The hat feeds has been mass produced in more than one million copies for use in radio links between 5 and 38 GHz .

Dipole feeds are practical at frequencies below 5 GHz , but the usability can be stretched to higher frequencies. They can also be self-supported like the hat feed but requires a small ground plane. The E- and H-plane patterns will be very different, but they can be improved by a beam-forming ring [31]. They can also be used in small resonant reflector antennas, in which the directivity is improved by making use of constructive resonances between the feed and the parabolic reflector [32]. The E- and H-plane patterns of dipoles above ground plane can also be made equal by locating two dipoles in parallel (in eleven configuration). This is

[^105]used in the so called eleven antenna [33] in which also the two dipoles are realized as cascaded log-periodic folded dipoles. The eleven antenna is a very wideband feed with constant beam width 11 dBi directivity over more than decade bandwidth. The solution in [33] works between 2 and 13 GHz . The quad-ridge horn can also be used as a wideband feed, see reference [19] in Chapter 8. The reference list finally contains three books on reflector antennas and physical optics that has been important contributions [34]-[36].

### 9.7 Exercises to Chapter 9

1. Reflector antenna for satellite-TV: We shall now design a reflector antenna for satelliteTV reception at 12 GHz .
a) We have a paraboloidal reflector and do not know its $F / D$ or subtended half-angle $\theta_{0}$. Show how you can determine $F / D$ and $\theta_{0}$ by measuring the diameter $D$ and depth $\Delta z$ of the paraboloid. Use $D=90 \mathrm{~cm}$ and $\Delta z=15 \mathrm{~cm}$.
b) Use the results in Subsection 9.4 .2 to determine the optimum taper of the $\cos ^{n}(\theta / 2)$ feed pattern that maximizes the aperture efficiency of the paraboloid. What is the taper of the aperture distribution?
c) How large will the aperture of a $\mathrm{TE}_{11}$ mode conical horn feed be in order to provide this illumination taper?
d) The actual feed pattern has sidelobes outside the first null in the pattern. The sidelobes are measured to be 18 dB lower than the main lobe. Assumed that this feed pattern can be modeled as

$$
G(\theta)=\left\{\begin{array}{cl}
\cos ^{n}(\theta / 2) & 0<\theta<\theta_{a} \\
a & \theta_{a}<\theta<\pi
\end{array}\right.
$$

where $20 \log \cos ^{n}\left(\theta_{a} / 2\right)=20 \log |a|=-21 \mathrm{~dB}$. In this way the -18 dB sidelobes are modeled as a uniform level of -21 dB from the -21 dB level of the main lobe and out to $180^{\circ}$. How much will these sidelobes reduce the spillover efficiency (in dB ), and how much will the feed efficiency decrease? (Assume $\theta_{0}<\theta_{a}$ )
2. Design of Cassegrain antenna: Consider now a Cassegrain antenna with subtended halfangle of the subreflector of $\theta_{0}=15^{\circ}$. We want to feed it with a circular corrugated horn antenna at 12 GHz .
a) Assume that the horn has a $\cos ^{n}(\theta / 2)$ feed pattern and find the feed efficiency when the illumination taper is 20 dB . This strong taper is chosen to achieve low sidelobes.
b) Use the universal radiation pattern for conical corrugated horns to determine the diameter of the horn? Is this horn aperture-controlled or flare angle-controlled? What is the length of the horn, if we require that the maximum phase error in the plane aperture should be less than $45^{\circ}$ ?
c) Use design curves for the Gaussian beam model of corrugated horns to determine the length of the shortest horn that can provide the 20 dB taper at $15^{\circ}$ ?
d) There is a dielectric lens across the aperture of the horn in order to make the phase front plane. However, this lens increases the sidelobe level of the horn due to reflections in the lens. Assume that the sidelobe level is uniform at -25 dB relative to the main lobe maximum, from the -25 dB point of the $\cos ^{n}(\theta / 2)$ pattern and out to $180^{\circ}$. Use the same form of the feed pattern as in Exercise 1-d, with $20 \log \cos ^{n}\left(\theta_{a} / 2\right)=20 \log |a|=-25 \mathrm{~dB}$. How much will now the aperture efficiency decrease due to the added spillover?
e) The Cassegrain antenna has a diameter of about 10 m . What are the approximate relative sidelobe levels (relative to the main beam maximum) due to feed spillover, and in which angular region do they appear?
f) The phase center of the co-polar radiation pattern of the feed is measured when the feed is mounted on the measurement table with the $z$-position of its aperture over the rotation axis of the measurement table. The measured phase is proportional to $\theta_{f}^{2}$ with a $\phi\left(\theta_{0}\right)-\phi(0)=-360^{\circ}$ where $\theta_{0}=15^{\circ}$. Where is the location of the phase center of the feed? Use the Gaussian beam approximation of the horn.
3. Aperture efficiency formula: Derive the expression for the aperture efficiency in (9.69) and the blockage constant in (9.106), for the theoretical $\cos ^{n}(\theta / 2)$ feed pattern.
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## Chapter 10

## Array antennas

Until now we have only considered single antennas or at the maximum two neighboring antennas or an antenna and its image in a ground plane. In the present chapter, we show how to analyze several interfering antennas, i.e., an array antenna. The chapter is mainly devoted to linear arrays.

If antennas with large directivity are needed, they must have apertures which are large in terms of wavelengths. High gain antennas can conveniently be realized as reflector antennas, but arrays are often preferred because they can be flat and thereby occupy less space than a reflector. Another advantage of an array is that the main beam direction can be rapidly changed by electronic steering of the phase of each element in the array. It is also possible to control the shape of the beam by steering the phase. The best radiation pattern control is obtained by steering both the phase and amplitude of each element (Fig. 10.1). Even multiple beams can be created. Full flexibility is obtained in a so-called signal processing antenna with digital beam-forming capability. The elements of an array may be located with a spacing which is different for different positions in the array, but the most common is to use a uniform spacing. This book only treats arrays with uniform element spacing.

The disadvantage of the array solution is that it is normally much more expensive to de-


Figure 10.1: Linear array of dipoles where each element can be fed individually with different amplitude and phase.
sign and manufacture than a reflector antenna, in particular if fast steering of the beam or other forms of beam-control are required. It has also normally narrower bandwidth than a reflector.

Arrays can be linear, planar or conformal. In linear arrays the elements are located along a straight line, in planar arrays they are distributed over a plane surface, and in conformal arrays they are distributed over and conform to a single or double curved surface. Other configurations are also possible. A planar array can often be considered as a linear array of linear arrays, so the theory of linear arrays is valid also for planar arrays.

An array antenna can be designed for full scan or limited scan. Full scan means normally $\pm 60^{\circ}$ or more from broadside, whereas limited scan can be anything smaller than this. The full scan capability is difficult to obtain, and requires that the elements are located as close as half a wavelength from each other.

The elements of an array may be of any type. The most popular elements are dipoles, waveguide slots, microstrip patches, open waveguides or horns. Big reflector antennas may also be located in an array, such as in certain radio telescopes. Then, the reflector antenna elements will be movable relative to each other, so that the ambiguity due to multiple main lobes (also called grating-lobes) can be removed by repeated measurements for different antenna spacings. Such array systems are referred to as interferometers.

The elements of an array may be fed individually from a power distribution network (or beam-forming network) (Fig. 10.2, right). The elements of a linear array can also be fed in series from the same transmission line, such as a waveguide or a microstrip line (Fig. 10.2, left). In this latter case, we distinguish between three different types of arrays (Fig. 10.3); the resonant array, the travelling wave array and the leaky wave array:
a) In the resonant array the transmission line is short-circuited at the end such that a standing wave is formed along the transmission line. The elements of the array are all equal, weakly coupled to the line, and located at each standing wave peak. The resonant array is easy to design and the main beam is always broadside. The return loss at the input of the transmission line can be tuned to a low value by a matching network (e.g., irises or screws) at the input to the transmission line, but the bandwidth of the return loss becomes narrow.
b) In the travelling wave array the transmission line is terminated with a matched dummy load at its end in order to avoid the standing wave. The first elements are weakly excited whereas the last elements are strongly excited, in order to minimize the power absorbed in the dummy load. The travelling wave array has better return loss bandwidth than the resonant array. In addition the main beam can be designed to point in any direction. However, the pointing direction will change with frequency.
c) Several elements along a transmission line may also be designed as a leaky wave antenna. In this case the element spacing is smaller than a half wavelength. The elements work as a periodic perturbation of the transmission line and cause a change in the propagation constant along the line.

The present analysis will be based on the so-called isolated element approach [1, p. 424]. This means that the shape of the electric or magnetic current distribution of each antenna element is independent of how the element is excited, i.e., the current distribution function is the same when the element is excited via mutual coupling as when it is excited by a terminal


Figure 10.2: Series-fed (left) and parallel-fed (right) linear microstrip patch arrays.
voltage or current. This is true only for single mode antenna elements such as half-wave dipoles, slots, patches and open basic mode waveguides.

In these antennas, the shape of the current distributions or the aperture field distributions do not depend on the surroundings.

### 10.1 Linear array of equispaced elements

Consider $N$ equispaced and equal antenna elements which are oriented in the same direction and located with their individual phase reference points at

$$
\begin{equation*}
\mathbf{r}_{n}=\mathbf{r}_{c}+a_{n} \hat{\mathbf{a}}=\mathbf{r}_{c}+\left(n-\frac{N+1}{2}\right) d_{a} \hat{\mathbf{a}} \quad \text { for } n=1,2, \ldots, N \tag{10.1}
\end{equation*}
$$

where $\mathbf{r}_{c}=\left(\mathbf{r}_{N}+\mathbf{r}_{1}\right) / 2$ is the geometrical center of the array, $\hat{\mathbf{a}}$ is a unit vector defining the direction of the array axis, and $d_{a}$ is the element spacing (Fig. 10.4). We choose to define the total length $L$ of the array by extending it to a $d_{a} / 2$ length outside the first and the last element, so that

$$
\begin{equation*}
L=N d_{a} \tag{10.2}
\end{equation*}
$$

The far-field function of element number $n$ at a point $\mathbf{r}$ is

$$
\begin{equation*}
\mathbf{E}_{n}(\mathbf{r})=\frac{1}{r} e^{-j k r} \mathbf{G}(\hat{\mathbf{r}}) e^{j k \mathbf{r}_{n} \cdot \hat{\mathbf{r}}}, \tag{10.3}
\end{equation*}
$$

where $\mathbf{G}(\hat{\mathbf{r}})$ is the far-field function when referred to the phase reference point $\mathbf{r}_{n}$ of the element, and where $\mathbf{G}(\hat{\mathbf{r}}) e^{j k \mathbf{r}_{n} \cdot \hat{\mathbf{r}}}$ is the far-field function when referred to the origin of the coordinate system of the whole array antenna. The latter is easily obtained by using Eq. (2.52) to move the phase reference point from $\mathbf{r}_{n}$ to the origin, i.e., by using $\mathbf{r}_{A}=\mathbf{r}_{n}$.

### 10.1.1 Array factor as an element-by-element sum

From (10.1)-(10.3) by using superposition the far-field function of the whole array becomes

$$
\begin{equation*}
\mathbf{G}_{A}(\hat{\mathbf{r}})=\sum_{n=1}^{N} A_{n} e^{j \Phi_{n}} \mathbf{G}(\hat{\mathbf{r}}) e^{j k \mathbf{r}_{n} \cdot \hat{\mathbf{r}}} \tag{10.4}
\end{equation*}
$$


(c) Leaky wave array

Figure 10.3: Examples of linear waveguide slot array: resonant, travelling wave and leaky wave types.
where $A_{n}$ is the amplitude and $\Phi_{n}$ is the phase of the current or voltage excitation of element number $n$. If we assume that all elements are identical and have the same far-field function, this can be written more conveniently as ${ }^{1}$

$$
\begin{equation*}
\mathbf{G}_{A}(\hat{\mathbf{r}})=\mathbf{G}(\hat{\mathbf{r}}) \mathrm{AF}(\hat{\mathbf{r}}), \tag{10.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{AF}(\hat{\mathbf{r}})=\sum_{n=1}^{N} A_{n} e^{j \Phi_{n}} e^{j k \mathbf{r}_{n} \cdot \hat{\mathbf{r}}} \tag{10.6}
\end{equation*}
$$

is referred to as the array factor being expressed as an element-by-element sum. Thus, the far-field function of an array of equal and co-oriented elements is the product of the element
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Figure 10.4: Geometry of equispaced linear array (upper), and illustration of element excitations and the excitation distribution (lower).
factor (i.e., the far-field function of the element) and an array factor. The element-by-element sum can readily be evaluated for small arrays ${ }^{2}$, but for large arrays is becomes time-consuming and gives also little understanding of how arrays work. Therefore, we will also introduce the infinite grating-lobe sum, which is better in this respect, see Subsection 10.1.3.

### 10.1.2 Array factor for uniform amplitude and linear phase

We assume now that all elements have the same amplitude excitation, i.e., $A_{n}=A$. Furthermore, we assume that the phase excitation (in radians) progresses linearly along the array according to

$$
\begin{equation*}
\Phi_{n}=\Phi_{c}-\left(n-\frac{N+1}{2}\right) k_{\Phi} d_{a} \quad \text { with } k_{\Phi}=-\Delta \Phi / d_{a} \tag{10.7}
\end{equation*}
$$

where $\Delta \Phi$ in radians is the phase difference between neighboring elements, and $\Phi_{c}$ is a constant phase offset ${ }^{3}$. It is important always to choose $\Delta \Phi$ in the domain $-\pi<\Delta \Phi<\pi$,

[^107]otherwise the main beam will appear as a grating-lobe in the equations below. The $k_{\Phi}$ represents a propagation constant for the phase progression along the array. The array factor becomes
\[

$$
\begin{equation*}
\mathrm{AF}(\hat{\mathbf{r}})=A e^{j\left(\Phi_{c}+k \mathbf{r}_{c} \cdot \hat{\mathbf{r}}\right)} \sum_{n=1}^{N} e^{j\left(n-\frac{N+1}{2}\right) \Delta \Psi} \tag{10.8}
\end{equation*}
$$

\]

where we have $\Delta \Psi=\left(k_{a}-k_{\Phi}\right) d_{a}$ with

$$
\begin{equation*}
k_{a}=k \hat{\mathbf{a}} \cdot \hat{\mathbf{r}}=k \cos \alpha \tag{10.9}
\end{equation*}
$$

the product of $k$ and the projection of the observation direction $\hat{\mathbf{r}}$ along the direction $\hat{\mathbf{a}}$ of the array. The $\alpha$ is the angle between $\hat{\mathbf{r}}$ and $\hat{\mathbf{a}}$ and defines a cone around $\hat{\mathbf{a}}$. The sum expression is a geometrical series and can be summed by using a standard formula. The result is

$$
\begin{equation*}
\sum_{n=1}^{N} e^{j\left(n-\frac{N+1}{2}\right) \Delta \Psi}=e^{-j\left(\frac{N-1}{2}\right) \Delta \Psi} \frac{\left(e^{j N \Delta \Psi}-1\right)}{\left(e^{j \Delta \Psi}-1\right)}=\frac{\sin (N \Delta \Psi / 2)}{\sin (\Delta \Psi / 2)} \tag{10.10}
\end{equation*}
$$

This finally gives

$$
\begin{equation*}
\mathrm{AF}(\hat{\mathbf{r}})=A \cdot N \frac{\sin \left(N\left(k_{a}-k_{\Phi}\right) d_{a} / 2\right)}{N \sin \left(\left(k_{a}-k_{\Phi}\right) d_{a} / 2\right)} e^{j k \mathbf{r}_{c} \cdot \hat{\mathbf{r}}} e^{j \Phi_{c}} \tag{10.11}
\end{equation*}
$$

The array factor of an array with length $L=N d_{a}$ and $\Delta \Phi=0$ is plotted in Fig. 10.5* for different number of elements $N$. For large $N$, it approaches the main lobe and near-in sidelobe characteristics of the sinc funtion ${ }^{4}$

$$
\sin \left(N\left(k_{a}-k_{\Phi}\right) d_{a} / 2\right) /\left(N\left(k_{a}-k_{\Phi}\right) d_{a} / 2\right)
$$

Eq. (10.11) will be studied carefully in Subsections 10.1.3 to 10.1.8. However, we will first introduce an alternative expression for the array factor in which we make use of Fourier transforms, in the same way as we did when analyzing straight wire antennas and plane apertures.

### 10.1.3 Array factor as a grating-lobe sum

The element-by-element sum expression for the array factor in (10.6) is valid for any amplitude $A_{n}$ and phase $\phi_{n}$ excitation of the array. We will now derive an alternative sum expression for the array factor, which also is valid for any $A_{n}$ and $\phi_{n}$. The alternative expression will be referred to as an infinite grating-lobe sum and is obtained by a Fourier transform of a smooth and continuous excitation distribution $A(a)$ which represent the distribution of $A_{n}$ along the array. In order to do this we define the element locations by $\mathbf{r}\left(a_{n}\right)=\mathbf{r}_{n}$ where $\mathbf{r}(a)$ is a continuous function over the interval $-L / 2<a<L / 2$ defined by (see Fig. 10.4)

$$
\begin{equation*}
\mathbf{r}(a)=\mathbf{r}_{c}+a \hat{\mathbf{a}} \tag{10.12}
\end{equation*}
$$

The continuous variable $a$ takes on the following values at the element locations:

$$
\begin{equation*}
a_{n}=-(L / 2)+\left(n-\frac{1}{2}\right) d_{a} \quad \text { for } n=1,2, \ldots, N \tag{10.13}
\end{equation*}
$$
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Figure 10.5: *Universal radiation pattern representing the array factor for a uniformly excited linear array of length $L=N d_{a}$. The parameter is the number of elements $N$. The solid curve represent an infinite number of elements distributed along $L$, corresponding to a uniform continuous aperture distribution.

We see that $\mathbf{r}(-L / 2)$ and $\mathbf{r}(L / 2)$ define the ends of the array (see Fig. 10.4). We then define $A(a)$ to be smooth and continuous within $|a|<L / 2$ and to take on the values

$$
A(a)=\left\{\begin{array}{cl}
A_{n} & \text { for } a=a_{n}, n=1,2, \ldots, N  \tag{10.14}\\
0 & \text { for }|a|>L / 2
\end{array} .\right.
$$

Similarly, we introduce $\Phi\left(a_{n}\right)=\Phi_{n}$ in (10.7) with

$$
\begin{equation*}
\Phi(a)=\Phi_{c}-k_{\Phi} a . \tag{10.15}
\end{equation*}
$$

Eq. (10.15) describes a pure linear phase variation along the array, which may look like a restriction. However, if the actual phase variation is more complex, we may include the remaining phase variation in $A(a)$ by defining $A_{n}$ as complex constants. By using the above equations and the sampling properties of the delta function, we can write the general array factor in (10.6) in terms of $A(a)$ as follows

$$
\begin{equation*}
\mathrm{AF}(\hat{\mathbf{r}})=e^{j k \hat{\mathbf{r}} \cdot \mathbf{r}_{c}} e^{j \Phi_{c}} \sum_{n=1}^{N}\left\{\int_{-\infty}^{\infty} A(a) e^{-j k_{\Phi} a} \delta\left(a-a_{n}\right) e^{j k_{a} a} d a\right\} \tag{10.16}
\end{equation*}
$$

We now interchange the integral and summation signs and obtain

$$
\begin{equation*}
\mathrm{AF}(\hat{\mathbf{r}})=e^{j k \hat{\mathbf{r}} \cdot \mathbf{r}_{c}} e^{j \Phi_{c}} \int_{-\infty}^{\infty} A(a) e^{j\left(k_{a}-k_{\Phi}\right) a} \sum_{n=-\infty}^{\infty} \delta\left(a-a_{n}\right) d a \tag{10.17}
\end{equation*}
$$

We have here changed the summation boundaries from $(1, N)$ to $(-\infty, \infty)$. This is allowed because $A(a)$ is zero for $a<-L / 2$ and $a>L / 2$, which corresponds to $n<1$ and $n>N$,
respectively. The sum of delta functions in (10.17) forms a periodic function with period $d_{a}$, so we can expand it in a Fourier series with exponential terms of the form $e^{-j p 2\left(\pi / d_{a}\right) a}$ for $p=-\infty, \ldots, 0, \ldots, \infty$. All the coefficients of the Fourier series become 1 when $N$ is odd (i.e., when the center $r_{c}$ coincides with an element), and every second coefficient become +1 and -1 when $N$ is even (i.e., when the center $r_{c}$ is halfway between two elements). Therefore, the following formula containing $N$ is valid for both these cases (this is called the Poisson summation formula);

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \delta\left(a-a_{n}\right)=\frac{1}{d_{a}} \sum_{p=-\infty}^{\infty}(-1)^{p(N-1)} e^{-j p\left(2 \pi / d_{a}\right) a} \tag{10.18}
\end{equation*}
$$

Inserting this into (10.17) and interchanging the summation and integral signs again give

$$
\begin{equation*}
\mathrm{AF}(\hat{\mathbf{r}})=e^{j k \hat{\mathbf{r}} \cdot \mathbf{r}_{c}} e^{j \Phi_{c}} \frac{1}{d_{a}} \sum_{p=-\infty}^{\infty}(-1)^{p(N-1)} \tilde{A}\left(k_{a}-k_{\Phi}+p \frac{2 \pi}{d_{a}}\right) \tag{10.19}
\end{equation*}
$$

where $k_{a}=k \cos \alpha$, and where

$$
\begin{equation*}
\tilde{A}\left(k_{a}\right)=\int_{-\infty}^{\infty} A(a) e^{j k_{a} a} d a=\int_{-L / 2}^{L / 2} A(a) e^{j k_{a} a} d a \tag{10.20}
\end{equation*}
$$

is the Fourier transform of the amplitude excitation distribution $A(a)$ which is zero outside the interval $-L / 2<a<L / 2$.

Thus, by (10.19) and (10.20) we have expressed the array factor in terms of the Fourier transform of the continuous amplitude excitation distribution. This is related to the results of previous chapters as follows:

1. The far-field function of the straight wire ${ }^{5}$ was found to be the product of the Fourier transform of the current distribution and the far-field function of the incremental electric current.
2. The far-field function of the rectangular aperture ${ }^{6}$ was found to be the product of the Fourier transform of the E-field aperture distribution and the far-field function of either an incremental magnetic current or a Huygens source.
3. Presently, we have shown that the far-field function of a linear array is a product of the far-field function of the array element and a factor which is a sum of displaced Fourier transforms of the amplitude excitation distribution, each one centered around an interference maximum which we ${ }^{7}$ will refer to as a grating-lobe.

Thus, the present periodic excitation distribution has caused an infinite sum of displaced Fourier transforms, each one describing the shape of the array factor around a direction corresponding to $k_{a}=k_{\Phi}-p\left(2 \pi / d_{a}\right)$. The alternative sum expression for the array factor in (10.19) may be named an infinite grating-lobe sum. For infinite arrays it corresponds to what is called a sum over Floquet modes. The formula in (10.19) has been obtained from (10.6) without approximations, but it is only valid for a linearly progressive phase excitation. For instance, when $A(a)$ is uniform, (10.19) gives exactly the same result as (10.11), but the two

[^109]formulations have completely different form. The advantage of (10.19) compared to (10.11) is that (10.19) is valid for any amplitude excitation distribution. The advantage with the infinite grating-lobe sum in (10.19) compared with the element-by-element sum in (10.6) is that Eq. (10.19) is much faster to evaluate for large arrays, i.e., when the number of array elements is large. The infinite sum in (10.19) converges very fast for large arrays (large $N$ ). Often only the dominant $p=0$ term or the two terms for which $p=0$ and $p=1$ (or $p=-1$ ) need to be included. In the next sections we will study both (10.11) and (10.19).
The excitation distribution will most often be a real function with some taper at the ends $a= \pm L / 2$. If so, the Fourier transform $\tilde{A}\left(k_{a}\right)$ will have a maximum for $k_{a}=0$. If $A(a)=1$, we achieve the sinc function
\[

$$
\begin{equation*}
\tilde{A}\left(k_{a}\right)=L \frac{\sin \left(k_{a} L / 2\right)}{k_{a} L / 2} \tag{10.21}
\end{equation*}
$$

\]

which is the same as the curve marked $N=\infty$ in Fig. 10.5. The characteristics of this radiation pattern is given in Section 7.4.3. For tapered excitations $\tilde{A}\left(k_{a}\right)$ will have lower sidelobe levels. An example of a tapered excitation is given in Section 7.5.3.

### 10.1.4 Steered main lobe

If we only include the $p=0$ term in (10.19), the array factor has the form

$$
\mathrm{AF}(\hat{\mathbf{r}}) \approx e^{j k \mathbf{r}_{c} \cdot \hat{\mathbf{r}}} e^{j \Phi_{c}} \frac{1}{d_{a}} \tilde{A}\left(k \cos \alpha-k_{\Phi}\right)
$$

This has a maximum when $k_{a}=k \cos \alpha=k_{\Phi}$, i.e., when

$$
\begin{equation*}
\hat{\mathbf{r}} \cdot \hat{\mathbf{a}}=\cos \alpha_{0}=k_{\Phi} / k=-\Delta \Phi /\left(k d_{a}\right), \tag{10.22}
\end{equation*}
$$

where $\alpha_{0}$ defines a cone around the $\hat{\mathbf{a}}$ axis. If we align the array with the $z$-axis so that $\hat{\mathbf{a}}=\hat{\mathbf{z}}$, we see that this corresponds to

$$
\begin{equation*}
\cos \theta_{0}=k_{\Phi} / k=-\Delta \Phi /\left(k d_{a}\right) \tag{10.23}
\end{equation*}
$$

where $\Delta \Phi$ in radians is the phase progression from element to element, see (10.7). The special array factor in (10.11) has a maximum for the same angle.

The lobe around this $p=0$ direction is the main lobe or main beam. We see that we can steer the main lobe by changing the phase progression $\Delta \Phi$ along the array. When $\Delta \Phi=0$ we have $\alpha_{0}=90^{\circ}$. This is referred to as a broadside array because it radiates normal to the array axis, see the left drawing in Fig. 10.6. When $\Delta \Phi=-k d_{a}=-2 \pi d_{a} / \lambda$, we have $\alpha_{0}=0^{\circ}$. This is referred to as an endfire array. It radiates along the array axis as shown in the right drawing in Fig. 10.6. A condition for endfire radiation is that the element pattern is not zero in that direction.
According to (10.5), the $\varphi$-variation of the radiation field on the $\alpha_{0}$ cone will be determined by the far-field function of the elements, i.e., the element factor.

### 10.1.5 Graphical representation of array factor

The array factors in both (10.11) and (10.19) are functions of $k_{a}=k \hat{\mathbf{r}} \cdot \hat{\mathbf{a}}$. The $k_{a}$ is constant on a cone around the array axis defined by $\hat{\mathbf{r}} \cdot \hat{\mathbf{a}}=\cos \alpha$ where $\alpha$ is the angle between the


Figure 10.6: Illustration of main beam cone for broadside array $\alpha_{0}=90^{\circ}$, phase-steered array with $\alpha_{0}=60^{\circ}$, and endfire array $\alpha_{0}=0^{\circ}$.
vectors $\hat{\mathbf{a}}$ and $\hat{\mathbf{r}}$. If we locate the array along the $z$-axis we get $\hat{\mathbf{a}}=\hat{\mathbf{z}}$ and $\cos \alpha=\cos \theta$, with $\theta$ the polar angle in the spherical coordinate system. If we locate the array along the $x$-axis (or $y$-axis) we get $\hat{\mathbf{a}}=\hat{\mathbf{x}}$ (or $\hat{\mathbf{a}}=\hat{\mathbf{y}}$ ) and $\cos \alpha=\sin \theta \cos \varphi$ (or $\cos \alpha=\sin \theta \sin \varphi$ ).

It is convenient to represent the array factor in a diagram as a function of $k_{a}$ or preferably as a function of $\cos \alpha$ (Fig. 10.7a*). The functions are most conveniently normalized to a maximum of unity when $\alpha=\alpha_{0}$. The curves can conveniently be extended outside $-1<\cos \alpha<1$ in order to pick up the first maxima of $\left|\mathrm{AF}\left(\cos \alpha-\cos \alpha_{0}\right)\right|$ outside these boundaries. However, it is important to note that only $|\cos \alpha|<1$ represents visible directions in the real physical space. The region for which $|\cos \alpha|>1$ is invisible. The location of the main lobe of the array factor within $|\cos \alpha|<1$ varies with the choice of $\alpha_{0}$, i.e., the main beam direction. The array factor needs to be multiplied with the element factor (see (10.5) and Fig. 10.7b) in order to obtain the total far-field function. This can conveniently be done by plotting the normalized element factor in the same figure as the array factor (Fig. 10.7c and d). When $\alpha_{0}$ varies, the array factor is simply translated along the $\alpha$-axis. The shape of the array factor does not change with $\alpha_{0}$ when plotted as a function of $\cos \alpha$. However, it is very important to be aware that the array factor lobe widths in degrees change with $\alpha_{0}$. The lobes are much wider in degrees near endfire ( $\alpha=0^{\circ}$ and $\alpha=180^{\circ}$ ) than near broadside.

### 10.1.6 Grating-lobes

Let us study the two versions of the array factor in (10.11) and (10.19). The array factor in (10.11) has its main lobe maximum at $\alpha=\alpha_{0}$. In addition there are maxima when

$$
\begin{equation*}
\left(k_{a}-k_{\Phi}\right) d_{a}=-p 2 \pi \quad \text { for } p= \pm 1, \pm 2, \ldots \tag{10.24}
\end{equation*}
$$

The $m$ 'th term in (10.19) has a maximum for the same $k_{a}$, i.e., when $p=m$. Eq. (10.24) can also be written as

$$
\begin{equation*}
\cos \alpha_{p}=\cos \alpha_{0}-p \frac{\lambda}{d_{a}} \tag{10.25}
\end{equation*}
$$

The directions $\alpha_{p}$ s define grating-lobe cones around the array axis. They are normally undesired and can be avoided by choosing the element spacing sufficiently small that the


Figure 10.7: ${ }^{*}$ Different contributions to the radiation pattern of a linear array in a plane through the array axis for $d_{a} \approx 0.7 \lambda$ and $L \approx 10 \lambda$. (a) Normalized array factor as a function of $\cos \alpha$. (b) Normalized radiation pattern of the element. (c) Combined radiation pattern when the main beam direction is at broadside (i.e., $\alpha_{0}=90^{\circ}$. (d) Combined radiation pattern when the main beam is at $30^{\circ}$ from broadside (i.e., $\alpha_{0}=60^{\circ}$ ).
grating-lobes appear in the invisible region $\left|\cos \alpha_{p}\right|>1$ for all desired $\alpha_{0}$. By using (10.25) this requirement for nonradiating grating-lobes becomes

$$
\begin{equation*}
d_{a} \leq \frac{\lambda}{1+\left|\cos \alpha_{0}\right|+(\lambda / L)}, \tag{10.26}
\end{equation*}
$$

where $L$ is the length of the array. To obtain this we have assumed that the half-width of the grating-lobe is $\lambda / L$ which corresponds to the case of a uniform excitation distribution $A(a)=1$. The condition is easily seen by studying Fig. 10.7d. We see from (10.26) that the elements must be located closer than $1 \lambda$ in order to avoid grating-lobes in a long broadside array. For a long endfire array the requirement is closer than $0.5 \lambda$.

Grating-lobe problems can also be avoided by suppressing them with the element pattern.

### 10.1.7 Sidelobes

The near-in sidelobes of an array is mainly determined by the array factor, i.e., by the sidelobes of the Fourier transform $\tilde{A}\left(k_{a}\right)$ of the excitation function. The levels of the near-in sidelobes of the array are for most scan angles $\alpha_{0}$ not affected by the element pattern. The reason is that the array normally is scanned over regions where the element pattern is flat or nearly flat. The desired element pattern for maximum beam steering is indeed nearly constant within

$$
\begin{equation*}
\alpha_{\min }<\alpha<\alpha_{\max } \tag{10.27}
\end{equation*}
$$

where $\alpha_{\min }$ and $\alpha_{\max }$ define the limits of the steering. In addition, the element spacing $d_{a}$ should be small enough to avoid grating-lobes inside the main beam of the element pattern.

Some 3D patterns of theoretical linear phased arrays including the element factor are shown in Fig. 10.8, for $\alpha_{0}=90^{\circ}$ corresponding to broadside radiation (left figure), for $\alpha_{0}=60^{\circ}$, and for $\alpha_{0}=0^{\circ}$ corresponding to endfire radiation. There is assumed to be 10 elements with spacing of $0.5 \lambda$. The upper Fig. 10.8a shows the radiation patterns of the element and the linear array when the elements are Huygens sources pointing in $z$-direction. The Huygens source elements are omnidirectional around their pointing direction. Therefore, the linear array pattern is rotationally symmetric. When the array is phased to endfire direction ( $\alpha_{0}=0^{\circ}$ ), there should be a grating-lobe at $\alpha_{0}=180^{\circ}$. However, this is completely suppressed by the null of the element pattern in this direction.

The elements of the radiation patterns in Fig. 10.8b are $y$-directed $z$-polarized small slots in an infinite ground plane, corresponding to incremental $y$-directed magnetic currents. We see that now there is a grating-lobe at $\alpha_{0}=180^{\circ}$ that is equally strong as the main lobe when $\alpha_{0}=0^{\circ}$, because the element pattern is uniform in $x z$-plane. There is no radiation behind the ground plane.

The elements of the radiation patterns in Fig. 10.8c are $z$-directed $y$-polarized small slots in an infinite ground plane, corresponding to incremental $z$-directed magnetic currents. We see that now there is no grating-lobe at $\alpha_{0}=180^{\circ}$ when $\alpha_{0}=0^{\circ}$, and there is no main lobe either, both because the element pattern is zero along both the positive and negative $z$-axis. There is no radiation behind the ground plane.

(b) The elements are $y$-directed $z$-polarized small slots in an infinite ground plane coinciding with the $y z$ plane, i.e., $y$-directed magnetic currents.

(c) The elements are $z$-directed $y$-polarized small slots in an infinite ground plane coinciding with the $y z$ plane, i.e., $z$-directed magnetic currents.

Figure 10.8: ${ }^{*} 3$ D radiation patterns (total far field) of three different linear phased arrays. The three linear arrays have different elements as explained in (a), (b) and (c). The radiation patterns of the elements are shown to the left, and the radiation patterns of the arrays are shown to the right for three different main beam directions. There are 10 elements in each array, and the spacing between them are $0.5 \lambda$.

### 10.1.8 Directivity of long linear array

To calculate the directivity of the array we may conveniently locate $\hat{\mathbf{a}}$ along $\hat{\mathbf{z}}$. Then, the far-field function becomes

$$
\begin{equation*}
\mathbf{G}_{A}(\theta, \varphi)=\mathbf{G}(\theta, \varphi) \mathrm{AF}(\theta) \tag{10.28}
\end{equation*}
$$

where $\mathbf{G}(\theta, \varphi)$ is the element factor and $\operatorname{AF}(\theta)$ is the array factor. The power integral defined in Section 2.3.8 becomes

$$
\begin{gather*}
P=\int_{0}^{2 \pi} \int_{0}^{\pi}|\mathbf{G}(\theta, \varphi)|^{2}|\mathrm{AF}(\theta)|^{2} \sin \theta d \theta d \varphi  \tag{10.29}\\
\text { where } \quad  \tag{10.30}\\
|\mathbf{G}(\theta, \varphi)|^{2}=|\mathbf{G}(\theta, \varphi) \cdot \hat{\boldsymbol{\theta}}|^{2}+|\mathbf{G}(\theta, \varphi) \cdot \hat{\boldsymbol{\varphi}}|^{2}
\end{gather*}
$$

For long arrays, $\operatorname{AF}(\theta)$ is much more directive than $\mathbf{G}(\theta, \varphi)$, so it takes the properties of a sampling delta function. Therefore, we may approximate (10.29) by using (10.19) to arrive at:

$$
\begin{equation*}
P=\sum_{p} \int_{0}^{2 \pi}\left|\mathbf{G}\left(\theta_{p}, \varphi\right)\right|^{2} d \varphi\left(\frac{1}{d_{a}}\right)^{2} \int_{0}^{\pi}\left|\tilde{A}\left(\cos \theta-\cos \theta_{p}\right)\right|^{2} \sin \theta d \theta \tag{10.31}
\end{equation*}
$$

where the sum is taken over all values of $p$ for which $\theta_{p}$ is in visible space. The latter can be done without significant errors when $A\left(k_{a}\right)$ is a narrow function such as when $L \gg \lambda$, provided the main lobe of $\left(\cos \theta-\cos \theta_{p}\right)$ is completely in the visible region, i.e., typically

$$
\begin{equation*}
1-\left|\cos \theta_{p}\right|>\lambda / L \tag{10.32}
\end{equation*}
$$

This means that the present analysis is not valid when the main or grating-lobes appear at endfire directions.

Let us define the following integral

$$
\begin{equation*}
P_{\theta}=\left(\frac{1}{d_{a}}\right)^{2} \int_{0}^{\pi}\left|\tilde{A}\left(\cos \theta-\cos \theta_{p}\right)\right|^{2} \sin \theta d \theta \tag{10.33}
\end{equation*}
$$

This can be simplified by substituting $k_{a}$ with $k \cos \theta$ and $d k_{a}$ with $-k \sin \theta d \theta$ and extending the integration boundaries of the $k_{a}$ integral to $\pm \infty$. Then,

$$
\begin{equation*}
P_{\theta}=\left(\frac{1}{d_{a}}\right)^{2} \frac{1}{k} \int_{-\infty}^{\infty}\left|\tilde{A}\left(k_{a}\right)\right|^{2} d k_{a} \tag{10.34}
\end{equation*}
$$

and (10.31) simplifies to

$$
\begin{equation*}
P \approx P_{\theta} \sum_{p} P_{\varphi}\left(\theta_{p}\right) \quad \text { with } \quad P_{\varphi}\left(\theta_{p}\right)=\int_{0}^{2 \pi}\left|\mathbf{G}\left(\theta_{p}, \varphi\right)\right|^{2} d \varphi \tag{10.35}
\end{equation*}
$$

where the sum is still taken over all values of $p$ for which $\theta_{p}$ is in visible space. We may now use Parseval's theorem for Fourier transforms

$$
\begin{equation*}
\int_{-\infty}^{\infty}|A(a)|^{2} d a=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|\tilde{A}\left(k_{a}\right)\right|^{2} d k_{a} \tag{10.36}
\end{equation*}
$$

to finally obtain

$$
\begin{equation*}
P_{\theta}=\frac{\lambda}{d_{a}} \frac{1}{d_{a}} \int_{-L / 2}^{L / 2}|A(a)|^{2} d a \tag{10.37}
\end{equation*}
$$

Thus, the longitudinal part of the power integral can be evaluated by integrating the square of the excitation distribution $A(a)$ along the array. This corresponds to what we did when we introduced the power integral over the rectangular aperture in the aperture power integral in Eq. $(7.35)^{8}$. However, here we consider an integral over a one-dimensional line distribution instead of two-dimensional aperture distribution. We can now express the directivity as a product of three factors, according to

$$
\begin{equation*}
D_{0}=4 \pi\left|G_{\mathrm{co}}\left(\theta_{0}, \varphi_{0}\right) \frac{1}{d_{a}} \tilde{A}(0)\right|^{2} / P=D_{\theta} D_{\varphi} e_{\mathrm{grt}} \tag{10.38}
\end{equation*}
$$

Here,

$$
\begin{equation*}
D_{\theta}=2\left|\frac{1}{d_{a}} \tilde{A}(0)\right|^{2} / P_{\theta}=\frac{2}{\lambda}\left|\int_{-L / 2}^{L / 2} A(a) d a\right|^{2} / \int_{-L / 2}^{L / 2}|A(a)|^{2} d a \tag{10.39}
\end{equation*}
$$

is the directivity in the longitudinal $\varphi_{0}$-plane containing the main lobe maximum,

$$
\begin{equation*}
D_{\varphi}=\frac{2 \pi\left|G_{0}\left(\theta_{0}, \varphi_{0}\right)\right|^{2}}{P_{\varphi}\left(\theta_{0}\right)}=2 \pi\left|G_{\mathrm{co}}\left(\theta_{0}, \varphi_{0}\right)\right|^{2} / \int_{0}^{2 \pi}\left|\mathbf{G}\left(\theta_{0}, \varphi\right)\right|^{2} d \varphi \tag{10.40}
\end{equation*}
$$

is the directivity on the main lobe cone $\theta_{0}$, and

$$
\begin{equation*}
e_{\mathrm{grt}}=P_{\varphi}\left(\theta_{0}\right) / \sum_{p} P_{\varphi}\left(\theta_{p}\right) \tag{10.41}
\end{equation*}
$$

is a grating efficiency which represents the power loss due to grating-lobes.
When the elements have an omnidirectional far-field function around the array axis, $D_{\varphi}$ does not change when the beam is steered from broadside ( $\theta_{0}=90^{\circ}$ ) towards endfire ( $\theta_{0}=$ $\left.0^{\circ}\right)$. The longitudinal directivity is seen to have a maximum of $2 L / \lambda$ when the excitation distribution is uniform. This maximum is independent of $\theta_{0}$. This is logical since the main beam cone occupies a ring-shaped solid angle of $2 \pi \sin \theta_{0} \cdot \theta_{3 \mathrm{~dB}}(\mathrm{rad})^{2}$ where $\theta_{3 \mathrm{~dB}}$ is the double 3 dB beamwidth of the ring-shaped main lobe. The total solid angle of the main beam cone is independent of $\theta_{0}$ for narrow beams because $\theta_{3 \mathrm{~dB}} \propto 1 / \sin \theta_{0}$ which can be seen as follows. The beam width $\Delta(\cos \theta)$ does not vary when plotted against $\cos \theta$, whereas this corresponds to $|\Delta \theta|$ proportional to $1 /(\sin \theta)$ when plotted against $\theta$, because $\Delta(\cos \theta)=-\sin \theta \Delta \theta$.

The grating efficiency contains a sum over all radiating grating-lobes. This can be easily estimated from knowing the direction $\theta_{p}$ of the grating-lobe and the level of $\left|\mathbf{G}\left(\theta_{p}, \varphi_{0}\right)\right|$ in the principal plane $\varphi_{0}$. When there is only one grating-lobe, the grating efficiency becomes approximately

$$
\begin{equation*}
e_{\mathrm{grt}}=\frac{\left|\mathbf{G}\left(\theta_{0}, \varphi_{0}\right)\right|^{2}}{\left|\mathbf{G}\left(\theta_{0}, \varphi_{0}\right)\right|^{2}+\left|\mathbf{G}\left(\theta_{ \pm 1}, \varphi_{0}\right)\right|^{2}}, \tag{10.42}
\end{equation*}
$$

where $\theta_{ \pm 1}$ is the direction of the first grating-lobe which corresponds either to $p=-1$ or $p=+1$. To obtain this simplified formula we have assumed that the shapes of $\left|\mathbf{G}\left(\theta_{0}, \varphi\right)\right|^{2}$ and $\left|\mathbf{G}\left(\theta_{ \pm 1}, \varphi\right)\right|^{2}$ are almost equal when plotted as a function of $\varphi$. This is in particular true if the element patterns are omnidirectional, i.e., that they have no variations with $\varphi$.
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### 10.1.9 Directivity of endfire array

The endfire array needs special care because part of the main lobe vanishes due to the invisible region. In this case the radiation integral of the $m=0$ term in (10.19) becomes $\left(\cos \theta_{0}=1\right)$

$$
\begin{equation*}
P=\int_{0}^{2 \pi} \int_{0}^{\pi}\left|\mathbf{G}\left(\theta_{0}, \varphi_{0}\right)\right|^{2}\left(\frac{1}{d_{a}}\right)^{2}|\tilde{A}(\cos \theta-1)|^{2} \sin \theta d \theta d \varphi \tag{10.43}
\end{equation*}
$$

The elements used in endfire arrays will always have a broad lobe near $\theta_{0}=0$, so we may write

$$
\begin{equation*}
P=|\mathbf{G}(0,0)|^{2} 2 \pi\left(\frac{1}{d_{a}}\right)^{2} \int_{-1}^{1}|\tilde{A}(\cos \theta-1)| d(\cos \theta) \tag{10.44}
\end{equation*}
$$

We see that in this case the integral contains only the half of the main lobe of $\left|\tilde{A}\left(k_{a}-k_{\varphi}\right)\right|$ which is in the visible region. Therefore, this time we get (compare with the derivations in the previous subsection)

$$
\begin{equation*}
P=2 \pi|\mathbf{G}(0,0)|^{2} \frac{1}{2 d_{a}^{2}} \int_{-L / 2}^{L / 2}|A(a)|^{2} d a \tag{10.45}
\end{equation*}
$$

Finally, the directivity for the endfire case becomes

$$
\begin{align*}
D & =4 \pi\left|\mathbf{G}(0,0) \frac{1}{d_{a}} \tilde{A}(0)\right|^{2} / P \\
& =\frac{4}{\lambda}\left|\int_{-L / 2}^{L / 2} A(a) d a\right|^{2} / \int_{-L / 2}^{L / 2}|A(a)|^{2} d a \tag{10.46}
\end{align*}
$$

which is twice that of a broadside array of elements that are omnidirectional in $\varphi$. In practice, endfire arrays cannot be designed with grating-lobes present, so the grating efficiency will be unity. The maximum value that the endfire directivity can take is therefore

$$
\begin{equation*}
D_{\max }=4 L / \lambda, \tag{10.47}
\end{equation*}
$$

which appears when the excitation is uniform, i.e., $A(a)=1$ within $-L / 2<a<L / 2$.

### 10.1.10 Example: Linear array of waveguide apertures

Consider an infinite ground plane with a linear array of rectangular waveguide apertures. Each aperture has a length $l=0.7 \lambda$ and width $w \ll \lambda$. We want to design the array for scan in H-plane. The excitation is uniform with linearly progressive phase.
a) Write the expression for the radiation field function $\mathbf{G}(\theta, \varphi)$ of one single element when we locate the coordinate system with its $z$-axis normal to the aperture and its $y$-axis in the direction of the polarization.
b) What are the approximate radiation patterns of the element in the E- and H-planes when we assume that $l$ is small?
c) Determine the length of the array when we require that the 3 dB half beamwidth in the plane of scan should be smaller than or equal to $0.2^{\circ}$ at broadside.
d) How many elements are needed when we require that the grating-lobe maximum shall not radiate in visible space when the main beam is at broadside?
e) Choose the minimum possible element distance. How far from broadside can we scan the beam when we require that the grating-lobe maximum shall not radiate in visible space?
f) Calculate the directivity in dBi as a function of scan angle when there is no grating-lobes.

## SOLUTION:

a) The radiation field function of the waveguide aperture is:

$$
\begin{aligned}
\mathbf{G}(\theta, \varphi) & =C(\hat{\mathbf{x}} \times \hat{\mathbf{r}}) \tilde{M}(k(\hat{\mathbf{x}} \cdot \hat{\mathbf{r}})) \\
& =C(\sin \varphi \hat{\boldsymbol{\theta}}+\cos \theta \cos \varphi \hat{\boldsymbol{\varphi}}) \tilde{M}(k \sin \theta \cos \varphi)
\end{aligned}
$$

where $C$ is a constant and $\tilde{M}\left(k_{x}\right)=\int_{-l / 2}^{l / 2} \cos \left(\pi x^{\prime} / l\right) e^{j k_{x} x^{\prime}} d x^{\prime}$.
b) The E-plane pattern $\left(\varphi=90^{\circ}\right)$ is omnidirectional, and the H-plane pattern goes approximately as $\cos \theta$.
c) The radiation field function of the array is given by $\mathbf{G}_{A}(\theta, \varphi)=\mathbf{G}(\theta, \varphi) \mathrm{AF}(\hat{\mathbf{r}})$ where the array factor is

$$
\mathrm{AF}(\hat{\mathbf{r}})=\frac{1}{d_{a}} \sum_{m=-\infty}^{\infty}(-1)^{m(n-1)} \tilde{A}\left(k_{a}-k_{\varphi}+m \frac{2 \pi}{d_{a}}\right)
$$

If we assume that there is no grating-lobes, we have

$$
\mathrm{AF}(\hat{\mathbf{r}}) \approx \frac{1}{d_{a}} \tilde{A}\left(k_{a}-k_{\varphi}\right)=\frac{1}{d_{a}} \tilde{A}\left(k_{a}\right)
$$

where the latter form is valid when the main beam radiates broadside. The 3 dB width of $\tilde{A}\left(k_{a}\right)$ is ${ }^{9} \theta_{\mathrm{dB}}=\arcsin (0.445 \lambda / L)=0.2^{\circ}$. Thus, we need an array length

$$
L=0.445 \lambda / \sin \left(0.2^{\circ}\right)=127.5 \lambda
$$

d) The requirement for no radiating grating-lobe maxima when the main lobe radiates in the broadside direction (i.e., $\alpha_{0}=90^{\circ}$ ) is

$$
d_{a} \leq \frac{\lambda}{1+\left|\cos \alpha_{0}\right|}=\lambda
$$

Thus, we need at least $N=L / \lambda=127.5$, i.e., 128 elements.
e) The minimum possible element spacing is equal to the element size $d_{a}=0.7 \lambda$. We can use

$$
d_{a}=\frac{\lambda}{1+\left|\cos \alpha_{0}\right|}=0.7 \lambda
$$

to calculate

$$
\left|\cos \alpha_{0}\right|=\frac{\lambda}{d_{a}}-1=0.429 \quad \text { and } \quad \alpha_{0}=\arccos (0.429)=64.6
$$
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Figure 10.9: Two dipoles located at arbitrary locations and with arbitrary orientations (upper), and their equivalent circuits (lower).

Thus, we can steer to $\left(90^{\circ}-64.6^{\circ}\right)=25.4^{\circ}$ from broadside before grating-lobe maxima appears. In this case, we do not need to use the slightly stricter condition which includes the length $L$ of the array, since the H-plane pattern has a null at both endfire directions, and therefore will suppress the grating-lobes at endfire.
f) The directivity is given by $D_{0}=D_{\theta} D_{\varphi} e_{\mathrm{grt}}$. When there is no radiating grating-lobes $e_{\text {grt }}=1$. A uniform excitation gives a longitudinal directivity $D_{\theta}=2 L / \lambda=24.07 \mathrm{~dB}$. The slot is omnidirectional in the upper half-space on a cone around the $x$-axis. If now $\varphi_{x}$ is measured around the $x$-axis, we obtain the directivity on the main lobe cone:

$$
\left.D_{\varphi \mathrm{x}}=2 \pi /\left\{\int_{0}^{\pi} d \varphi\right\}=2 \quad \text { (i.e., } 3.01 \mathrm{~dB}\right) .
$$

Thus, the directivity of the linear array becomes $\left(D_{0}\right)_{\mathrm{dBi}}=(24.07+3.01) \mathrm{dBi}=27.08 \mathrm{dBi}$. This is independent of scan angle a long as there is no radiating grating-lobes.

### 10.2 Scan Impedance or Admittance

Each separate array element is characterized by its self-impedance (or admittance) in free space. However, when the element is located in the array environment its apparent input impedance changes due to mutual coupling to the other elements, in particular to the closest ones. The input impedance of an element, when all the array elements are excited for the desired radiation pattern, is called the scan impedance or the active impedance. As the name suggests this impedance varies with the scan angle when the main beam is phase-steered. In the following subsections, we will show how to calculate the scan impedance for an array of half-wave dipoles. The scan impedance is traditionally referred to as the active impedance, but the preferred name is now scan impedance to avoid confusion with active antennas, i.e., antennas with active integrated components.

### 10.2.1 Mutual impedance between two dipoles

We consider two half-wave dipoles: one located at $\mathbf{r}_{1}$ and oriented in the direction $\hat{\mathbf{l}}_{1}$, and the other located at $\mathbf{r}_{2}$ and oriented in the direction $\hat{\mathbf{I}}_{2}$, see Fig. 10.9. Both are modeled by the sinusoidal dipole current of a half-wave dipole ${ }^{10}$, i.e.,

$$
\mathbf{J}_{1}\left(l_{1}\right)=I_{1} \cos \left(\pi l_{1} / \lambda\right) \hat{\mathbf{l}}_{1} \quad \text { for }\left|l_{1}\right|<\lambda / 4
$$

for dipole number 1 and

$$
\mathbf{J}_{2}\left(l_{2}\right)=I_{2} \cos \left(\pi l_{2} / \lambda\right) \hat{\mathbf{l}}_{2} \quad \text { for }\left|l_{2}\right|<\lambda / 4
$$

for dipole number 2. Both dipoles have a feed gap at their centers where the port current is $I_{1}$ and $I_{2}$, respectively. The voltages at the two ports are correspondingly $V_{1}$ and $V_{2}$.

Let us now consider a current source $I_{2}$ at port 2. This causes an E-field $\mathbf{E}_{12}$ at dipole 1, and a voltage $V_{12}$ is induced over its port. Next we consider a current source $I_{1}$ at port 1 which induces a voltage $V_{21}$ at port 2. From reciprocity we know that the reaction between $V_{12}$ (due to $I_{2}$ ) and $I_{1}$ must be equal to the reaction between $V_{21}$ (due to $I_{1}$ ) and $I_{2}{ }^{11}$. This means that

$$
\begin{equation*}
-V_{12} I_{1}=-V_{21} I_{2} \tag{10.48}
\end{equation*}
$$

Also, in the same way the reaction between $\mathbf{E}_{12}$ (due to $I_{2}$ ) and $\mathbf{J}_{1}\left(l_{1}\right)$ must be equal to the reaction between $V_{21}$ (due to $\left.\mathbf{J}_{1}\left(l_{1}\right)\right)$ and $I_{2}$, i.e.,

$$
\begin{equation*}
\left\langle\mathbf{E}_{12}, \mathbf{J}_{1}\left(l_{1}\right)\right\rangle=-V_{21} I_{2} . \tag{10.49}
\end{equation*}
$$

By using (10.48) and (10.49), we can calculate $V_{12}$ as follows

$$
\begin{equation*}
V_{12}=-\frac{1}{I_{1}}\left\langle\mathbf{E}_{12}, \mathbf{J}_{1}\left(l_{1}\right)\right\rangle . \tag{10.50}
\end{equation*}
$$

$\mathbf{E}_{12}$ is proportional to $I_{2}$, so we may introduce a mutual impedance of the form

$$
\begin{equation*}
Z_{12}=\frac{V_{12}}{I_{2}}=-\frac{1}{I_{1} I_{2}}\left\langle\mathbf{E}_{12}, \mathbf{J}_{1}\left(l_{1}\right)\right\rangle \tag{10.51}
\end{equation*}
$$

The equivalent circuits are shown in Fig. 10.9 as well. They are obtained from Section 2.6.1. The mutual impedances are included as voltage sources which are proportional to the current of the opposite dipole. The actual expressions which must be evaluated are

$$
\begin{equation*}
\frac{\mathbf{E}_{12}(\mathbf{r})}{I_{2}}=C_{k} \int_{-\lambda / 4}^{\lambda / 4} \eta \cos \left(\frac{\pi I_{2}^{\prime}}{\lambda}\right)\left[\hat{\mathbf{l}}_{2} C_{N_{1}}-\left(\hat{\mathbf{l}}_{2} \cdot \hat{\mathbf{R}}\right) \hat{\mathbf{R}} C_{N_{2}}\right] \frac{1}{R} e^{-j k R} d l_{2}^{\prime} \tag{10.52}
\end{equation*}
$$

where $C_{k}, C_{N_{1}}$ and $C_{N_{2}}$ are given in equation (4.41)-(4.42) and $R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$, with

$$
\begin{align*}
\mathbf{r} & =\mathbf{r}_{1}+l \hat{\mathbf{l}}_{1} \\
\mathbf{r}^{\prime} & =\mathbf{r}_{2}+l^{\prime} \hat{\mathbf{l}}_{2} \tag{10.53}
\end{align*} \quad \text { for }-\lambda / 4<l<\lambda / 4, ~ \text { for }-\lambda / 4<l^{\prime}<\lambda / 4 .
$$
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Figure 10.10: *Mutual impedances between two half-wave dipoles for side-by-side (upper) and colinear arrangements (lower).

The reaction integral becomes

$$
\begin{equation*}
\frac{1}{I_{2} I_{1}}\left\langle\mathbf{E}_{21}(\mathbf{r}), \mathbf{J}_{1}\left(l_{1}\right)\right\rangle=\int_{-L_{1} / 2}^{L_{1} / 2}\left(\mathbf{E}_{12}(\mathbf{r}) / I_{2}\right) \cdot \cos \left(\pi l_{1} / \lambda\right) \hat{\mathbf{l}}_{1} d l_{1} \tag{10.54}
\end{equation*}
$$

The mutual impedance is much easier to calculate than the self-impedance because there is no problem with singularities in the Green's function. The mutual impedance for two half-wave dipoles is evaluated from the above, and is plotted in Fig. 10.10 for side-by-side and colinear orientations*. We could also have evaluated it by using the near-field algorithm presented in Section 4.7.1.

### 10.2.2 Scan impedance (active impedance)

The equivalent circuit of dipole number $m$ in an array of dipoles is shown in Fig. 10.11. The total voltage at its port will be

$$
\begin{equation*}
V_{m}=\sum_{n=1}^{N} Z_{\mathrm{mn}} I_{n} \tag{10.55}
\end{equation*}
$$

where $Z_{\mathrm{mn}}$ is the mutual impedance between dipoles $m$ and $n$ when $n \neq m$, and the selfimpedance of dipole $m$ when $n=m$.


Figure 10.11: Equivalent circuit of dipole number $m$ in a linear array of dipoles.

When phase steering the array, we excite the array factor in (10.6) by the voltages

$$
\begin{equation*}
V_{0_{m}}=A_{m} e^{-j k a_{m} \sin \left(\alpha_{0}\right)+j \varphi_{c}} \quad \text { for } m=1,2, \ldots, N, \tag{10.56}
\end{equation*}
$$

at the ports of the $N$ elements where $\alpha_{0}$ is the main lobe direction defined by $\sin \alpha_{0}=k_{\phi} / k$. If we model the physical excitation circuit by its Thevenin equivalent, the current on element $m$ needs to be calculated from the circuit equation

$$
\begin{equation*}
V_{0_{m}}=Z_{0} I_{m}+\sum_{n=1}^{N} Z_{\mathrm{mn}} I_{n}, \tag{10.57}
\end{equation*}
$$

where $Z_{0}$ is the source impedance. This defines $N$ linear equations with the $N$ unknowns $I_{1}, I_{2}, \ldots, I_{N}$ that can be readily solved. When the unknown currents have been found we obtain the apparent impedance of each element $m$ to be

$$
\begin{equation*}
Z_{m_{\mathrm{scn}}}=\sum_{n=1}^{N} Z_{\mathrm{mn}}\left(\frac{I_{n}}{I_{m}}\right) \tag{10.58}
\end{equation*}
$$

The mutual impedances are strongest for the closest elements, so the boundaries of the sum expression may often be truncated to the three to five neighboring elements on each side. The solutions for $I_{m}$ can be expressed as

$$
\begin{equation*}
I_{m}=\frac{V_{0_{m}}}{Z_{0}+Z_{m_{\mathrm{scn}}}} . \tag{10.59}
\end{equation*}
$$

$Z_{m_{\mathrm{scn}}}$ is called the scan impedance, because it depends on the scan angle $\alpha_{0}$. The traditional name is active impedance. This is the apparent impedance seen at the terminal of element $m$ when all the elements of the array are excited, i.e., when all elements are active. The scan impedance is in principle different for each element. However, if the amplitude excitation varies slowly over the array, and if the phase variation is linear as in (10.56), the scan impedance will be the same for all elements. However, the three to four elements that are located closest to each of the two ends of the array may have a different scan impedance.

There exist special techniques for calculating the scan impedance of infinite arrays, by using so-called Floquet mode expansions of the field solutions. The infinite array impedance can also be measured in an infinite array simulator, which can be realized by locating one or more array elements inside a rectangular waveguide. Imaging in the walls of the waveguide create the "infinite" array environment.

### 10.2.3 Scan blindness

The scan impedance changes with the direction $\alpha_{0}$ of the main lobe. If we match the scan impedance to the source (or transmission line) impedance at broadside ( $\alpha_{0}=90^{\circ}$ ), we will
get mismatch and corresponding power loss when the beam is scanned away from broadside. At some angle the scan impedance may change very rapidly creating a large mismatch. This effect is referred to as scan blindness.

Scan blindness can have two reasons: it may be due to the sudden appearance of a gratinglobe in the visible region of the array factor $\mathrm{AF}(\cos \alpha)$, or it may be due to the sudden and large excitation of a surface wave in the antenna structure.
a) The first case appears when the element pattern is very broad, such as, e.g., in the Eplanes of waveguide slot and microstrip antennas. The first radiating grating-lobe has its maximum along the array when (see (10.25) and (10.26))

$$
\begin{equation*}
\left|\cos \alpha_{0}\right|=\left(\lambda / d_{a}\right)-1 \tag{10.60}
\end{equation*}
$$

Therefore, scan blindness appears when $\alpha_{0}$ approaches and exceeds this value. Then, all array elements will be phased for radiation along the array, so that the mutual coupling voltages of all elements add in phase and cause a large change in the scan impedance and thereby a large mismatch of the elementss. We also get a large and sudden change in the directivity, because the grating efficiency $\eta_{\text {grt }}$ decreases. The angle in (10.60) cannot be overpassed during the scan and represents a limitation of the scanning range. This blindness never appears if $d_{a}<\lambda / 2$ since then $\left|\cos \alpha_{0}\right|>1$.
b) The second case appears when the structure upon which the array elements are located can support surface waves. This may, e.g., be the grounded substrate of a microstrip antenna. The substrate may support a surface wave with wavenumber $k_{\mathrm{sw}}>k$. The scan blindness appears when the main beam is scanned to

$$
\begin{equation*}
k\left|\cos \alpha_{0}\right|-\left(\frac{2 \pi}{d_{a}}\right)=-k_{\mathrm{sw}} \tag{10.61}
\end{equation*}
$$

where $\lambda_{\mathrm{sw}}=2 \pi / k_{s w}$ is the wavelength of the surface wave. Since $\left(\lambda / \lambda_{\mathrm{sw}}\right)>1$, the blindness angle $\alpha_{0}$ can be located in the visible range also if $\left(\lambda / d_{a}\right)>2$. This blindness corresponds to the excitation of a grating lobe appearing as a surface wave in the structure, i.e., being in invisible space. It is not radiating, but propagates inside the structure. It couples to the elements and changes their scan impedances strongly.

### 10.2.4 Active, scan and embedded element patterns

The scan characteristics of the array can be measured directly by exciting and phasing all elements. However, it is also possible to measure the scan characteristics by exciting one single element in the middle of the array. All the other elements must then be present and terminated by the same impedance which the voltage sources will have when all the elements are excited. The measured far-field pattern of this array with one element excited (as a function of the polar angle in the principal $\varphi$-plane) will then represent the variation of the directivity (of the complete array when all the elements are excited) as a function of the scan angle in the same $\varphi$-plane. Such scan element patterns measured in the array environment show sudden dips in directions with scan blindness, see Fig. 10.12. Traditionally the scan element pattern is called active element pattern, so most previous literature use the latter term. The term scan element pattern is also used in a recent textbook.


Figure 10.12: Example of scan element pattern with blindness dip at $\theta=60^{\circ}$.

However, the scan (or active) element pattern is nowadays even more descriptively referred to as the embedded element pattern. This is the far-field function of one element in the array when all the other elements are present and terminated. The term is originating from [4]. However, the main concept that the embedded element has a very low efficiency in a dense array originates from 1964 [5] and explains the paradox that the gain of a dense array always is smaller than the sum of the gains of each isolated element. This so-called embedded element efficiency is a concept that quantifies the effects of mutual coupling in one single efficiency value and thereby provides a unifying concept [6]. Is used also to characterize MIMO arrays [7]. The embedded element pattern is time-consuming to compute because the mutual couplings between all elements must be included. The low efficiency associated with a single embedded element in a dense array is not known in previous literature using the active element terminology.

The embedded element efficiency is treated in detail in Chapters 3 and 11.

### 10.3 Planar arrays of equispaced elements

The planar array consists of elements that are located in a planar two-dimensional grid. It can be looked upon as a linear array of linear arrays. Therefore, the features present in linear arrays will also appear in planar arrays. The planar array has the capability of phase steering the main beam to any direction in space if properly designed. It is also more versatile than the linear array in other ways, e.g., the main beam can be shaped to any form by controlling the amplitudes and phases of all elements. The elements of a planar array can be located in many types of grids. The most common ones are the rectangular grid and the triangular grid (Fig. 10.13). Our treatment is limited to the rectangular grid, even though the triangular grid has better scan characteristics.

### 10.3.1 Array factor as an element-by-element sum

A rectangular grid in the $x y$-plane is shown in Fig. 10.14. The element spacing is $d_{x}$ in $x$-direction and $d_{y}$ in $y$-direction. Then, the element locations are described by

$$
\begin{equation*}
\mathbf{r}_{\mathrm{mn}}=\mathbf{r}_{c}+\left(m-\frac{M+1}{2}\right) d_{x} \hat{\mathbf{x}}+\left(n-\frac{N+1}{2}\right) d_{y} \hat{\mathbf{y}} \tag{10.62}
\end{equation*}
$$



Figure 10.13: Element locations in array antennas with (a) quadratic and (b) triangular grids. The elements shown have circular apertures. The triangular grid is very compact.
for $n=1,2, \ldots N, m=1,2, . . M$ where $\mathbf{r}_{c}$ is the geometrical center of the array. The far-field function of the array becomes

$$
\begin{gather*}
\mathbf{G}_{A}(\hat{\mathbf{r}})=\mathbf{G}(\hat{\mathbf{r}}) \mathrm{AF}(\hat{\mathbf{r}}),  \tag{10.63}\\
\operatorname{AF}(\hat{\mathbf{r}})=\sum_{n=1}^{N} \sum_{m=1}^{M} A_{\mathrm{mn}} e^{j \Phi_{\mathrm{mn}}} e^{j k \mathbf{r}_{\mathrm{mn}} \cdot \hat{\mathbf{r}}} \tag{10.64}
\end{gather*}
$$

where $\mathbf{G}(\hat{\mathbf{r}})$ is the far-field function of the embedded element, and $\mathrm{AF}(\hat{\mathbf{r}})$ is the array factor written as an element-by-element sum with $A_{\mathrm{mn}} e^{j \Phi_{\mathrm{mn}}}$ the excitation of element $m n$. The element-by-element sum in (10.64) is convenient only for arrays with few elements. For large arrays the approach in the next section is preferable.

### 10.3.2 Array factor as a grating-lobe sum

In the same way as for the linear arrays we introduce an excitation distribution $A(x, y)$. This is smooth and continuous for $|x|<L_{x} / 2$ and $|y|<L_{y} / 2$ with $L_{x}=M d_{x}$ and $L_{y}=N d_{y}$. Further $A(x, y)$ is zero when $|x|>L_{x} / 2$ or $|y|>L_{y} / 2$, and takes on the values

$$
\begin{equation*}
A(x, y)=A_{\mathrm{mn}} \tag{10.65}
\end{equation*}
$$

at all $\mathbf{r}_{\mathrm{mn}}$ inside the array. Similarly, we define a smooth and continuous phase function $\Phi(x, y)$. We assume this to vary linearly with $x$ and $y$ according to

$$
\begin{equation*}
\Phi(x, y)=\Phi_{c}-k_{\Phi_{x}} x-k_{\Phi_{y}} y, \tag{10.66}
\end{equation*}
$$

where $k_{\Phi_{x}}\left(k_{\Phi_{y}}\right)$ is the "propagation" constant of the phase excitation in $x$-direction ( $y$ direction), defined by

$$
\left.\begin{array}{rl}
k_{\Phi_{x}} & =-\Delta \Phi_{x} / d_{x} \quad \text { with }-\pi<\Delta \Phi_{x}<\pi \\
\left(k_{\Phi_{y}}\right. & =-\Delta \Phi_{y} / d_{y} \tag{10.67}
\end{array} \quad \text { with }-\pi<\Delta \Phi_{y}<\pi\right), ~ \$
$$

with $\Delta \Phi_{x}\left(\Delta \Phi_{y}\right)$ the phase difference between neighboring elements in $x$-direction ( $y$-direction). Of convenience we choose both $\Delta \Phi_{x}$ and $\Delta \Phi_{y}$ in the interval $-\pi$ to $\pi$, in the same way as we did it for the linear array.

We can now express the array factor as a double integral by using the sampling properties of the delta function, according to

$$
\begin{align*}
& \mathrm{AF}(\hat{\mathbf{r}})= \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left\{\sum_{m=-\infty}^{\infty} \delta\left(y-m d_{y}\right) \sum_{m=-\infty}^{\infty} \delta\left(x-m d_{x}\right)\right\} \cdot A(x, y) e^{j \Phi(x, y)} e^{j k \mathbf{r} \cdot \hat{\mathbf{r}}} d x d y \tag{10.68}
\end{align*}
$$



Figure 10.14: Example of array with rectangular aperture and rectangular grid, and its excitation distribution $A(x, y)$.
where $\mathbf{r}=x \hat{\mathbf{x}}+y \hat{\mathbf{y}}$. Here, the finite element by element sums have been extended to infinity, which could be done because $A(x, y)$ is zero when $n<1, n>N, m<1$ and $m>M$. The delta series in $x$-direction is periodic with period $d_{x}$, so it can be expanded in a Fourier series according to (see also Eq. (10.18))

$$
\begin{equation*}
\sum_{m=-\infty}^{\infty} \delta\left(x-m d_{x}\right)=\frac{1}{d_{x}} \sum_{p=-\infty}^{\infty}(-1)^{p(M-1)} e^{-j p\left(2 \pi / d_{x}\right) x} \tag{10.69}
\end{equation*}
$$

We can expand the delta series in $y$-direction in the same way, giving

$$
\begin{align*}
& \sum_{m=-\infty}^{\infty} \delta\left(x-m d_{x}\right) \sum_{n=-\infty}^{\infty} \delta\left(y-n d_{y}\right)=  \tag{10.70}\\
& =\frac{1}{d_{x} d_{y}} \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty}(-1)^{p(M-1)+q(N-1)} e^{-j p\left(2 \pi / d_{x}\right) x} e^{-j q\left(2 \pi / d_{y}\right) y}
\end{align*} .
$$

Using these expansions in (10.68) and interchanging the integration and summation we finally achieve

$$
\begin{gather*}
\mathrm{AF}(\hat{\mathbf{r}})=e^{j \phi_{c}} \frac{1}{d_{x} d_{y}} \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \tilde{A}\left(k_{x}-k_{\Phi_{x}}-p \frac{2 \pi}{d_{x}}, k_{y}-k_{\Phi_{y}}-q \frac{2 \pi}{d_{y}}\right),  \tag{10.71}\\
\text { where } \quad \tilde{A}\left(k_{x}, k_{y}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} A(x, y) e^{j k_{x} x} e^{j k_{y} y} d x d y \tag{10.72}
\end{gather*}
$$

is the two-dimensional Fourier transform of the excitation distribution $A(x, y)$. This expression is very similar to that of the linear array ${ }^{12}$. Thus, we may also here refer to the infinite sum expression in (10.71) as an infinite grating-lobe (or Floquet mode) sum version of the array factor. The array factor is a sum of equal contributions, which are displaced relative to each other. If $A(x, y)$ is a real function, $\tilde{A}\left(k_{x}, k_{y}\right)$ will have a maximum at $\tilde{A}(0,0)$. Therefore, each of the contributions is centered around its maximum for which $k_{\mathrm{xp}}=k_{\Phi_{x}}+p\left(2 \pi / d_{x}\right)$ and $k_{\text {yq }}=k_{\Phi_{y}}+q\left(2 \pi / d_{y}\right)$. The array is located in the $x y$-plane. Therefore, the array factor is conveniently represented in terms of

$$
\begin{equation*}
k_{x} / k=\sin \theta \cos \varphi, \quad k_{y} / k=\sin \theta \sin \varphi, \tag{10.73}
\end{equation*}
$$

where $k_{x} / k$ and $k_{y} / k$ are the uv-coordinates introduced in Section 2.3.6.

### 10.3.3 Steered main lobe

The first maximum of the array factor appears when $p=q=0$ and

$$
\begin{equation*}
k_{x 0}=k_{\Phi_{x}}, \quad k_{y 0}=k_{\Phi_{y}} \tag{10.74}
\end{equation*}
$$

This means that the maximum appears for the $\theta_{0}$ and $\varphi_{0}$ given by (see Fig. 10.15)

$$
\begin{equation*}
\sin \theta_{0}=\sqrt{\left(k_{\Phi_{x}}\right)^{2}+\left(k_{\Phi_{y}}\right)^{2}} / k, \quad \tan \varphi_{0}=k_{\Phi_{y}} / k_{\Phi_{x}} \tag{10.75}
\end{equation*}
$$

Therefore, we can also now steer the beam by exciting the elements with a linearly progressive phase. The shape of the main beam is mainly determined by the Fourier transform of the excitation distribution.


Figure 10.15: Illustration of the main lobe for the case in Fig. 10.16 and its width in different planes.

It is of interest to know the width of the main beam in different planes. The shape of the main beam is determined by $\tilde{A}\left(k_{x}-k_{x 0}, k_{y}-k_{y 0}\right)$, and the width of this in terms of $k_{x}$ and $k_{y}$ is independent of the values of $k_{x 0}$ and $k_{y 0}$. Let us define the width in a certain $\varphi$-plane through the main lobe to be $\Delta k(\varphi)$. Then, it is possible to show that the corresponding angular width of the beam in radians as seen in a coordinate system with $z$-axis in the direction $\theta_{0}, \varphi_{0}$ becomes

$$
\begin{equation*}
\Delta \theta(\varphi)=\left(\frac{\Delta k(\varphi)}{k}\right) \sqrt{\left(\sin \left(\varphi-\varphi_{0}\right)\right)^{2}+\left(\cos \left(\varphi-\varphi_{0}\right) / \cos \theta_{0}\right)^{2}} . \tag{10.76}
\end{equation*}
$$

This can be seen by studying Fig. 10.15 and Fig. 10.16c.The proof is left as an exercise. We see that the beamwidth broaden as $1 / \cos \theta_{0}$ in the plane of scan $\varphi_{0}$ when the scan angle $\theta_{0}$ increases. There is no beam broadening in the plane orthogonal to the scan plane.

### 10.3.4 Grating-lobes

The array factor has also maxima when

$$
\begin{equation*}
k_{\mathrm{xp}}=k_{\Phi_{x}}+p \frac{2 \pi}{d_{x}}, \quad k_{\mathrm{yq}}=k_{\Phi_{y}}+q \frac{2 \pi}{d_{y}} \tag{10.77}
\end{equation*}
$$

for $p= \pm 1, \pm 2, \ldots$ and $q= \pm 1, \pm 2, \ldots$, which corresponds to

$$
\begin{align*}
& \sin \theta_{p q} \cos \varphi_{p q}=\sin \theta_{0} \cos \varphi_{0}+p \frac{\lambda}{d_{x}} \\
& \sin \theta_{p q} \sin \varphi_{p q}=\sin \theta_{0} \sin \varphi_{0}+q \frac{\lambda}{d_{y}} \tag{10.78}
\end{align*}
$$

These are grating-lobes. The locations of the grating-lobes appear with equal spacing on a rectangular grid in a plane with uv-coordinates $u=\sin \theta \cos \varphi$ and $v=\sin \theta \sin \varphi$ (see Fig. 10.16). The shape of the main lobe and grating-lobes is determined by $\tilde{A}\left(k_{x}-k_{\mathrm{xp}}, k_{y}-k_{\mathrm{yq}}\right)$ and can be plotted as contours around the directions in (10.78).
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Figure 10.16: Illustration of grating-lobe locations in array with circular aperture and rectangular grid. (a) Element factor. The contours show the level in dB relative to broadside. (b) Array factor. The contour illustrate the circular beamwidth. (c) Combined array and element factors (the grey tone illustrates modification of level due to element pattern).

Let us take a look at the first grating-lobe in the diagonal plane of the unit cell of the array. The diagonal plane of the element geometry is defined by $\varphi=\arctan \left(d_{y} / d_{x}\right)$, whereas it is clear that the corresponding first grating-lobes appear in the complementary diagonal planes defined by $\varphi= \pm \arctan \left(d_{x} / d_{y}\right)$. This is surprising, and important. The level of all the grating-lobes are determined by the level of the element patterns in their directions relative to the level of the element pattern in the main lobe direction.

In order to avoid visible grating-lobes, we must require that the grating-lobes are located outside the circle in Fig. 10.16, for which $\sin \theta=1$, which defines the visible region. The width of the grating-lobes are about $\lambda / D$, where $D$ is the diameter of the array in the $\varphi$-plane of the grating-lobe, so we must typically require that $\sin \theta_{p q}>1+(\lambda / D)$ which corresponds to

$$
\begin{equation*}
\sqrt{\left(\sin \theta_{0} \cos \varphi_{0}+p \frac{\lambda}{d_{x}}\right)^{2}+\left(\sin \theta_{0} \sin \varphi_{0}+q \frac{\lambda}{d_{y}}\right)^{2}}>1+\frac{\lambda}{D} \tag{10.79}
\end{equation*}
$$

in order to avoid any radiation of the grating-lobe into visible space becomes. This sets a similar requirement for non-radiating grating lobes to the element spacings $d_{x}$ and $d_{y}$, as that in (10.26) for linear arrays. The grating-lobes can also be suppressed by the element factor. This is clearly seen by the contour plots in Fig. 10.17.

### 10.3.5 Directivity

The power integral of the planar array is

$$
\begin{equation*}
P=\int_{0}^{2 \pi} \int_{0}^{\pi / 2}\left|\mathbf{G}_{A}(\theta, \varphi)\right|^{2} \sin \theta d \theta d \varphi \tag{10.80}
\end{equation*}
$$

where we have assumed that the element factor is zero behind the array, i.e., for $|\theta|>\pi / 2$. This is true when the array elements are located on a ground plane or in other ways are unidirectional. There may be some radiation for $\theta>\pi / 2$ caused by diffraction from the ground plane edge, but these effects cannot be accounted for by the array factor expressions we have derived. Let us now introduce the array factor in (10.71) into (10.80), and do the following variable substitution,

$$
\begin{equation*}
k_{\rho}=k \sin \theta, \quad d k_{\rho}=k \cos \theta d \theta \tag{10.81}
\end{equation*}
$$

Then, ${ }^{13}$

$$
\begin{equation*}
P=\int_{0}^{2 \pi} \int_{0}^{k}|\mathbf{G}(\theta, \varphi)|^{2}\left|\mathrm{AF}\left(k_{\rho} \cos \varphi, k_{\rho} \sin \varphi\right)\right|^{2} \frac{1}{k^{2} \cos \theta} k_{\rho} d k_{\rho} d \varphi \tag{10.82}
\end{equation*}
$$

For arrays having a large number of elements in both $x$ - and $y$-directions, the array factor will be much narrower than the element factor. Then, the array factor in (10.82) may be considered as a sum of delta functions, so by using (10.71) and (10.82) we may write

$$
\begin{equation*}
P=\sum_{p q}\left|\mathbf{G}\left(\theta_{p q}, \varphi_{p q}\right)\right|^{2} \frac{(2 \pi)^{2}}{k^{2} \cos \theta_{p q}\left(d_{x}, d_{y}\right)^{2}} P_{p q} \tag{10.83}
\end{equation*}
$$
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Figure 10.17: *Contour plots of: (a) element factor, (b) array factor and (c) total far field function of the planar array illustrated in Fig. 10.16. $M=5, d_{x}=0.7 \lambda, N=5, d_{y}=1 \lambda, \theta_{0}=30^{\circ}$ and $\varphi_{0}=45^{\circ}$.
where the sum is taken over all $p q$ s in the visible region, and

$$
\begin{equation*}
P_{p q}=\frac{1}{(2 \pi)^{2}} \int_{0}^{2 \pi} \int_{0}^{k}\left|\tilde{A}\left(k_{x}-k_{\mathrm{xp}}, k_{y}-k_{\mathrm{yq}}\right)\right|^{2} k_{\rho} d k_{\rho} d \varphi, \tag{10.84}
\end{equation*}
$$

with $k_{\mathrm{xp}}$ and $k_{\mathrm{yq}}$ the same as in (10.77). We can alternatively write

$$
\begin{equation*}
P_{p q}=\frac{1}{(2 \pi)^{2}} \underset{\text { visible space }}{ } \iint_{A}\left|\tilde{A}\left(k_{x}-k_{\mathrm{xp}}, k_{y}-k_{\mathrm{yq}}\right)\right|^{2} d k_{x} d k_{y} \tag{10.85}
\end{equation*}
$$

We can extend the integration limits to infinity and use Parseval's theorem for Fourier transforms in the same way as when we treated the linear arrays. The result is

$$
\begin{equation*}
P_{p q}=\iint_{A}|A(x, y)|^{2} d x d y \tag{10.86}
\end{equation*}
$$

independent of the values of $p$ and $q$. The latter integral is only taken over the aperture area $A$ because the excitation distribution $A(x, y)$ is zero outside $A$. The area $A$ is assumed to extend half an element spacing outside the outer elements. Eq. (10.86) is very easy to evaluate, and makes (10.83) a convenient expression for the power integral.

The directivity can be separated in several different factors by using (10.63), (10.75), (10.83) and (10.86), according to

$$
\begin{align*}
D & =4 \pi\left(\left|\mathbf{G}\left(\theta_{0}, \varphi_{0}\right) \mathrm{AF}\left(k \sin \theta_{0} \cos \varphi_{0}, k \sin \theta_{0} \sin \varphi_{0}\right) \cdot \hat{\mathbf{c o}}^{*}\right|^{2} / P\right)  \tag{10.87}\\
& =e_{\mathrm{grt}} \cos \theta_{0} e_{\mathrm{pol}} e_{\mathrm{ill}} D_{\max } .
\end{align*}
$$

The different factors are the maximum available directivity

$$
\begin{equation*}
D_{\max }=\frac{4 \pi}{\lambda^{2}} A \tag{10.88}
\end{equation*}
$$

where $A$ is the aperture area. the aperture illumination efficiency

$$
\begin{equation*}
e_{\mathrm{ill}}=\frac{1}{A}\left|\iint_{A} A(x, y) d x d y\right|^{2} / \iint_{A}|A(x, y)|^{2} d x d y \tag{10.89}
\end{equation*}
$$

the polarization efficiency,

$$
\begin{equation*}
e_{\mathrm{pol}}=\left|\mathbf{G}\left(\theta_{0}, \varphi_{0}\right) \cdot \hat{\mathbf{c o}} \hat{\mathrm{o}}^{*}\right|^{2} /\left\{\left|\mathbf{G}\left(\theta_{0}, \varphi_{0}\right) \cdot \hat{\mathbf{c o}}^{*}\right|^{2}+\left|\mathbf{G}\left(\theta_{0}, \varphi_{0}\right) \cdot \hat{\mathbf{x}}^{*}\right|^{2}\right\} \tag{10.90}
\end{equation*}
$$

and the grating efficiency,

$$
\begin{equation*}
e_{\mathrm{grt}}=\left|\mathbf{G}\left(\theta_{0}, \varphi_{0}\right)\right|^{2} /\left\{\sum_{p q}\left|\mathbf{G}\left(\theta_{p q}, \varphi_{p q}\right)\right|^{2} \frac{\cos \theta_{0}}{\cos \theta_{p q}}\right\} \tag{10.91}
\end{equation*}
$$

The sum in the latter is taken over all visible grating- and main-lobes. This factor therefore represents the power lost in the grating-lobes, and it is very accurate [77].
Thus, the directivity of a planar array decreases with $\cos \theta_{0}$ when steered an angle $\theta_{0}$ from broadside. This is due to the projection of the aperture into the observation direction. The aperture illumination efficiency is the same as that of a plane aperture. It is unity for uniform
illumination. The grating efficiency accounts for the power loss due to grating-lobes. Note that all the above formulas are independent of the shape of the aperture, i.e., the contour of $A(x, y)$. The most common shapes are circular, quadratic or rectangular. Some forms of $\tilde{A}(x, y)$ for different apertures and aperture distributions are given in Chapter 5.

The directivity can be evaluated quite straightforwardly by using (10.87) and (10.88). For a rectangular array (i.e., an array with a rectangular aperture) the excitation distribution may often be separable in $x$ - and $y$. Then, the double integrals in (10.89) are separable in single integrals.

### 10.3.6 Determination of the realized gain

The realized gain $G_{\text {arr }}$ of an array with equispaced equal element can be determined directly from the directivity formula in (10.87), by multiplying it with the total radiation efficiency in (2.98) providing this is the same on all elements. The total radiation efficiency contains the mismatch factor $e_{r}$ and the radiation efficiency $e_{\text {abs }}$. This gives

$$
\begin{equation*}
G_{\mathrm{arr}}=e_{r} e_{\mathrm{abs}} e_{\mathrm{grt}} \cos \theta_{0} e_{\mathrm{pol}} e_{\mathrm{ill}} D_{\max } \tag{10.92}
\end{equation*}
$$

If we know the far-field and efficiency of the embedded element we can always find the correct far-field of the full array by using the most general sum (10.4). Then, the total available power is also given by the sum of the power available on all ports of the array, so we can determine the realized gain of the full array directly from its far-field and the total available power. The formula will be the same independent of how the ports are excited, i.e., independent of the values of $A_{n}$ and $\Phi_{n}$ in (10.4). This must be stressed that such approach can only be used when the far-fields of the embedded elements are known including the mutual couplings and in particular the embedded element efficiency. There is more about this in Section 11.4, where the realized gain is shown to become very simple when all elements are excited with the same amplitude and phase, i.e.,

$$
\begin{equation*}
G_{\mathrm{arr}}=M N G_{\mathrm{emb}} \tag{10.93}
\end{equation*}
$$

where $G_{\text {emb }}$ is the realized gain of the embedded element.

### 10.3.7 Example: Design of planar array

We want to design a planar array of equal pyramidal horn antenna elements (with smooth metal walls). The horns are located side by side as close as possible, and they are excited with the same amplitude and a linearly varying phase. The element spacing is uniform (but can be different) in the two principal planes. Assume that we have a loss of 0.5 dB due to radiation into grating-lobes.
a) Determine the aperture widths of the whole array when we require that the directivity for broadside radiation shall be larger than 40.5 dB , and that the main beamwidths in the two principal planes shall be the same.
b) Determine the element spacing and total number of elements in H-plane, if we require that we shall be able to phase steer the beam to $30^{\circ}$ from broadside without having radiating grating-lobes.
c) Assume that the element spacing in E-plane is $d_{E}=1.98 \lambda$. Determine the direction of the first grating-lobe when the main beam is in the broadside direction.
d) Use a figure in the chapter about horn antennas to determine the level of the grating-lobe in step c) when the horn is very long. Explain.
e) Use the same figure to determine the minimum length of the horn allowed to keep the grating-lobe level more than about 10 dB below the main beam maximum.
f) Use the same figure to estimate how much we can phase steer the beam, of the array in step e), in E-plane if we require that the grating-lobe level should not be higher than -6 dB relative to the main beam maximum. Explain.
g) Determine the directivity of the array in step f).

## SOLUTION:

a) The requirement of equal beamwidths in the E- and H-planes will be satisfied by a quadratic array. The directivity is given by (10.87). We have $\left(e_{\mathrm{grt}}\right)_{\mathrm{dB}}=-0.5 \mathrm{~dB}$ and a uniform excitation gives $\left(e_{\mathrm{ill}}\right)_{\mathrm{dB}}=0 \mathrm{~dB}$. Therefore, the directivity without grating-lobes must be $40.5 \mathrm{~dB}+0.5 \mathrm{~dB}=41 \mathrm{~dB}$. From $\left(D_{0}=\left(4 \pi / \lambda^{2}\right) A=4 \pi(W / \lambda)^{2}\right)$ we get the aperture width

$$
\frac{W}{\lambda}=\sqrt{D_{0} /(4 \pi)}=\sqrt{10^{4.1} /(4 \pi)}=31.65
$$

b) We phase steer to $\theta_{0}=30^{\circ}$ from broadside in H-plane. We choose $\varphi=0$ as H-plane, use (10.79) with $q=0$ and $p= \pm 1$. This gives the following condition on the element spacing in H -plane for avoiding grating-lobes:

$$
d_{H} \leq \frac{\lambda}{1+\sin \theta_{0}+\frac{\lambda}{W}}=0.65 \lambda
$$

The total number of elements is $N_{H}=W / d_{H}=49$.
c) The direction of the first grating-lobe in E-plane (i.e., $\varphi_{0}=90^{\circ}$ ) when the main beam radiates broadside is

$$
\sin \theta_{ \pm 1}=\sin \theta_{0} \pm \frac{\lambda}{d_{E}}= \pm \frac{\lambda}{d_{E}}= \pm 0.5051
$$

This gives $\theta_{ \pm 1}= \pm 30.33^{\circ}$ from broadside.
d) The aperture diameter of the horn is equal to the element spacing, $b=d_{E}$. The first grating-lobe appears when $b \sin \theta / \lambda=1.98 \sin \left(30.33^{\circ}\right)=1.0$. In Fig. 8.9 we see that gratinglobe coincides with the first null of the element pattern for a long horn with constant phase over the aperture.
e) From Fig. 8.10 we see that we must keep the phase variation $\Delta \phi=k b^{2} /\left(8 L_{\mathrm{hrn}}\right)$ over the horn aperture smaller than $90^{\circ}$ in order to ensure that the first grating-lobe is more than 10 dB below the main beam maximum. Thus, as $b=2.98 \lambda$ we get the minimum horn length

$$
L_{\mathrm{hrn}}=\frac{k b^{2}}{8 \Delta \phi}=\frac{360 \cdot(1.98)^{2} \lambda}{8 \cdot 90}=1.96 \lambda
$$

f) We use again Fig. 8.10. The spacing between the grating-lobe and the main lobe is $\lambda / b$ in $\sin \theta$ space, i.e., 1 in $(b / \lambda) \sin \theta$ space. We can therefore displace an interval of width 1 as much as we can before the level difference between the two ends of it is 6 dB . We find that we can phase steer to $(b / \lambda) \sin \theta_{0}=0.25$, i.e., $\theta_{0}=7.25^{\circ}$, before the grating-lobe will be more than 6 dB less than the main beam maximum.
g) The directivity varies with main beam direction $\theta_{0}$ according to

$$
D=\eta_{\mathrm{grt}} \cdot \cos \theta_{0} \cdot D_{\max }
$$

The relative level of the grating-lobe of -6 dB corresponds to a relative power of 0.25 . The corresponding efficiency reduction becomes by using (10.91) with one radiating grating-lobe in addition to the main lobe:

$$
10 \log \left(\frac{1}{1+0.25}\right)=-0.96 \mathrm{~dB}
$$

The directivity becomes $(41-0.035-0.96) \mathrm{dB}=-40 \mathrm{~dB}$.

### 10.4 Complementary comments by S. Maci

### 10.4.1 Embedded element pattern and open-circuit element pattern

The existing publications on array antennas give some alternative descriptions of the farfield function of array antennas than those given in this chapter. These are summarized here.

As underlined in Section 10.2, the array design must take into account that the elements are affected by the mutual coupling to the neighboring elements. The currents on the neighboring elements, produce a reaction on the element itself that modifies both its current and input impedance. An $N$-element array can therefore be regarded as an $N$-port device with its own impedance matrix (or, equivalently, admittance or scattering matrix). However, the knowledge of the $N$ port scattering matrix and the far-field function of the isolated element is not sufficient to obtain the far-field function of the embedded element. In other words, the far-field function of the isolated element is in general different from that of the embedded element.

Assume a Thevenin representation, where each port of an array is fed by a unit voltage with an internal series impedance. Next, consider the same array, when only one single element in the array is excited by its voltage source, and all the other elements are passively terminated in matched loads (i.e., the voltage sources are short-circuited). The far-field function obtained in the latter case is the so-called embedded element far-field pattern used in the descriptions in the previous sections. This embedded $\left|\mathbf{G}_{n}^{\mathrm{ET}}(\hat{\mathbf{r}})\right|$ of the $n$-th array element accounts for the power absorbed by the other elements and provides the far-field function of the whole array by

$$
\begin{equation*}
\sum_{n} V_{n} \mathbf{G}_{n}^{\mathrm{ET}}(\hat{\mathbf{r}}) e^{j k \mathbf{r}_{n} \cdot \hat{\mathbf{r}}} \tag{10.94}
\end{equation*}
$$

where $V_{n}$ is the voltage excitation of the $n$-th element, $\hat{\mathbf{r}}$ is the direction of observation and $\mathbf{r}_{n}$ is the coordinate of the array element location. This corresponds to (10.4) when taking into account that the far-field functions of each of the embedded elements may be different, and, in particular, the far-field functions for elements near the edge of the array will be different from those in the center. We have also introduced a superscript ET to denote that these far-field functions are for elements that are Embedded and Terminated, to separate then from the far-fields for the open-circuit case below.
Alternatively, the array can be described by the open-circuit far-field function [8]-[10] of an embedded element. Note that this is also a far-field of an embedded element, but it is obtained under a different condition, namely that all the non-excited ports are open-circuited. We choose to call this an open-circuited embedded far field function, to separate it from the embedded far-field function used elsewhere in this book. Thus, an embedded far-field function means by default that all non-excited elements are terminated with the port impedance, whereas we add the explanatory "open-circuit" term if they are open-circuited.

It is clear that an array never operate with open-circuited ports. However, this concept helps to understand the assumptions underlying some often encountered approximations. The open-circuit far-field $\mathbf{G}_{n}^{\mathrm{OC}}(\hat{\mathbf{r}})$ of a given element in an array is the far-field function obtained when the element of interest is excited with a unit current source, while all the other elements are left open-circuited. It is possible to prove that, once all $\mathbf{G}_{n}^{\text {OC }}(\hat{\mathbf{r}})$ are known, along with the array impedance (or scattering) matrix $\left[Z_{A}\right]$ (or $\left[S_{A}\right]$ ), the embedded element far-field functions $\mathbf{G}_{n}^{\mathrm{ET}}(\hat{\mathbf{r}})$ can be obtained for any set of internal impedances of the generators feeding the array. To this end, define $\left[Z_{L}\right]=\operatorname{diag}\left(Z_{L}^{(n)}\right)$ as a diagonal matrix whose diagonal elements $Z_{L}^{(n)}$ contains all the array terminations. Then, we get from [8]-[10]

$$
\begin{equation*}
\left[\mathbf{G}_{n}^{\mathrm{OC}}\right]=\left(\left[Z_{A}\right]+\left[Z_{L}\right]\right) \cdot\left[\mathbf{G}_{n}^{\mathrm{ET}}\right], \tag{10.95}
\end{equation*}
$$

where $[\mathbf{G}]$ means a single column matrix containing the vector far-field function $\mathbf{G}$. Therefore, the embedded far-field function can be computed from the open-circuited one.

If the array is receiving an incident plane wave $\mathbf{E}_{i}(\hat{\mathbf{r}})$ coming from the direction $-\hat{\mathbf{r}}$, the voltages across the terminals can be obtained from the above by applying reciprocity to the element of interest in its array environment. When the elements are open-circuited or terminated with the load $Z_{L}^{(n)}$, the voltages across the terminal of the $n$-th element are

$$
V_{n}^{\mathrm{OC}}=-\frac{2 j}{\eta} \mathbf{G}_{n}^{\mathrm{OC}}(\hat{\mathbf{r}}) \cdot \mathbf{E}_{i}(\hat{\mathbf{r}}) \quad \text { or } \quad V_{n}^{L}=-\frac{2 j}{\eta} Z_{L}^{(n)} \mathbf{G}_{n}^{\mathrm{ET}}(\hat{\mathbf{r}}) \cdot \mathbf{E}_{i}(\hat{\mathbf{r}})
$$

respectively. Both are in full agreement with (2.129). From (10.95) one has

$$
\begin{equation*}
\left[V^{L}\right]=\left[Z_{L}\right]\left(\left[Z_{A}\right]+\left[Z_{L}\right]\right)^{-1}\left[V^{\mathrm{OC}}\right], \tag{10.96}
\end{equation*}
$$

where $[V]=\left\{V_{n}\right\}_{n=1, \ldots, N}$ denote column vectors containing the received voltages. Eq. (10.96) is consistent with the external characterization of a general $N$-port network [11]. Selfcontained proof of (10.96) is provided in [12], based on reciprocity concepts from [13].
The currents on the elements that are open-circuited are normally weaker than the currents on those that are terminated in matched load. There exist "minimum scattering" antennas [14] which scatter very weakly when they are open-circuited. Only a few antennas types satisfy this condition; among them there are thin dipole antennas, except when they are
placed in very dense arrays (spacings less than about $\lambda / 4$ ). When the minimum scattering approximation holds, an element do not interact with other elements when they are opencircuited, and the open-circuit far-field function becomes very similar to the isolated-element far-field function $\mathbf{G}_{n}^{\mathrm{ISO}}(\hat{\mathbf{r}})$, i.e.,

$$
\begin{equation*}
\mathbf{G}_{n}^{\mathrm{ISO}}(\hat{\mathbf{r}}) \approx \mathbf{G}_{n}^{\mathrm{OC}}(\hat{\mathbf{r}}) \tag{10.97}
\end{equation*}
$$

This approximation represents a large simplification in array analysis, because the isolatedelement far-field function can often be found analytically, and it is the same for all elements if the elements are identical. Thus, if (10.97) is satisfied, we can determine the complete array performance from the isolated element patterns and the mutual impedance matrix. Otherwise not. Still, in some other cases it may also be possible to do this, such as when there is very small mutual coupling between the elements.

The open-circuit far-field function corresponds to a short-circuited far-field function for slots in ground plane. The treatment is equivalent. Slots can be also viewed as "minimum scattering" antenna, in the sense than when they are short-circuited, the only contribution is the reflection from the smooth infinite ground plane without a slot.

The open-circuit (or short-circuit) far-field function will be equal to the isolated element far-field function if the elements radiate via a single antenna mode, such as thin dipoles (or narrow small slots). Then, the shape of the far-field function of the element will be the same independently of how it is excited, i.e., independent on whether the excitation is via a current on its port or via mutual coupling.

### 10.4.2 MoM for infinite periodic array through periodic Green's function

For sufficiently large periodic arrays of identical elements [15], infinite-array approaches will give useful insight into the behavior of the elements. While FEM and FDTD [23] have been developed for such simulations, we will here explain how this can be simulated by integralequation approaches. The main difference with respect to finite-array approaches lies in the use of periodic Green's functions, the convergence of which has been the subject of intensive research.

The infinite array solution can be obtained with the MoM by simply replacing the single source Green's function by an infinite series. This series involves the same type of terms, each term being related to a "copy" of the source in other cells of the array and multiplied by a phase factor $e^{-j \mathbf{r}_{n m} \cdot \mathbf{k}_{0}}$. This phase factor takes into account the linear phase progression along the array. In other terms, the MoM formulation will have the same formal expression as for normal Green's functions, provided the individual element Green's function is substituted by the periodic Green's function

$$
\begin{equation*}
g_{a}\left(\mathbf{r}, \mathbf{k}_{0}\right)=\sum_{n, m=-\infty}^{\infty} g_{0}\left(\mathbf{r}-\mathbf{r}_{m n}\right) e^{-j \mathbf{r}_{m n} \cdot \mathbf{k}_{0}} \tag{10.98}
\end{equation*}
$$

Where $\mathbf{r}_{m n}=m d_{x} \hat{\mathbf{x}}+n d_{y} \hat{\mathbf{y}}$ and $\mathbf{r}=(x, y)$ are the positions of array point source elements. This explicit space-domain summation exhibits a poor convergence. It can be converted in a spectral-domain series by a Poisson summation. For free-space Green's function, this leads
to

$$
\begin{equation*}
g_{a}\left(\mathbf{r}, \mathbf{k}_{0}\right)=\frac{1}{d_{x} d_{y}} \sum_{p, q=-\infty}^{\infty} \frac{e^{-j k_{\mathrm{zpq}}|z|}}{8 \pi^{2} j k_{\mathrm{zpq}}} e^{-j \mathbf{r} \cdot\left(\mathbf{k}_{0}+\mathbf{k}_{\infty}\right)} \tag{10.99}
\end{equation*}
$$

where

$$
\mathbf{k}_{p q}=\mathbf{k}_{0}+\frac{2 \pi p}{d_{x}} \hat{\mathbf{x}}+\frac{2 \pi q}{d_{y}} \hat{\mathbf{y}} \quad \text { and } \quad k_{\mathrm{zpq}}=\sqrt{k^{2}-\mathbf{k}_{p q} \cdot \mathbf{k}_{p q}}
$$

Eq. (10.99) is also known as Floquet-Wave (FW) representation of the array Green's function. From the expression of $k_{\mathrm{zpq}}$ it can be seen that, when both $d_{x}$, and $d_{y}$ are smaller than $\lambda / 2$ and $\left|\mathbf{k}_{0}\right|<k$ only the dominant ( 0,0 indexed) plane-wave of the series representation is propagating in $z$ direction, while all the other are attenuated exponentially. If indeed $d_{x, y} \in(\lambda / 2, \lambda)$, one higher order backward FW will emerge from cut-off and start to propagate when we increase $\left|\mathbf{k}_{0}\right|$. This corresponds the case in which a grating lobe enters into the visible range.
For $p$ and $q$ large, the exponent at the right hand side of (10.99) is of the type $e^{-\sqrt{\mathbf{k}_{p q} \cdot \mathbf{k}_{p q}}|z|}$ which means that the convergence versus $p$ and $q$ is very fast for large $|z|$ and becomes slow for small values of $|z|$. This behavior is analogue to that in a single-mode waveguide, in which only one mode propagates and all the others are in cut-off.
The slow convergence for small $|z|$ is generally referred to as the "on-plane" convergence [19]. Improving the on-plane convergence is important when calculating the mutual coupling of coplanar elements. There are many techniques being used to speed up the convergence. One way is to use formulas for series accelerations, like the Shanks formula and the Levin-T method [20]. Alternative methods are based on a combination of space domain and spectraldomain approaches, like the Ewald method [21]-[24]. Two-dimensional arrays of point sources can also be viewed as a subset of 3D arrays, which led to finding a method with exponential convergence [25]. A detailed review of periodic Green's functions can be found in [26].

### 10.4.3 MoM for finite periodic array

The infinite array approach, although important in preliminary design, do neither account for any desired amplitude variation of the excitation along the array, nor for edge effects due to the truncation of the infinite size. To overcome this limitation a finite-array analysis [27] can be carried out by the "windowing" method. This method consists of a windowing done on the periodic Green's function in (10.98) within a MoM solution. In other words, in place of using in the integral equation kernel $g_{a}\left(\mathbf{r}, \mathbf{k}_{0}\right)$, one use $g_{a}\left(\mathbf{r}, \mathbf{k}_{0}\right) A(\mathbf{r})$, where $A(\mathbf{r})$ is the amplitude excitation distribution function introduced in Section 10.3.2 that follows the port excitations of the array and is zero outside the array boundary. This leads to equivalent formulations, one in space domain [27]-[29] if (10.98) is used and the other one in spectral domain [30] if (10.99) (or an analogous form for multilayer) is used. We note that, since the windowing function breaks the shift-invariance form of the array Green's function, each element solved by MoM provides different currents and then a different embedded element pattern.
Windowing methods provide good accuracy, especially when the effects of the truncation is moderate, with a numerical complexity that is almost the same as that of the one for solving a single periodic cell of the array. This means for low edge excitation of the array, or for co-linear arrays of dipoles. Therefore, research has been devoted to speed up the calculation of large finite-array or truncated periodic Green's functions $g_{a}\left(\mathbf{r}, \mathbf{k}_{0}\right) U(\mathbf{r})$ where $g_{a}\left(\mathbf{r}, \mathbf{k}_{0}\right)$ is represented as in (10.99) and $U(\mathbf{r})$ is 1 inside the array region and 0 outside. This
is done by the Truncated Floquet Waves (TFW) method. In this method, the edge effect is represented by UTD-like diffraction of the Floquet Waves in (10.99) at the array truncation. The diffraction effects can be asymptotically isolated by canonical problems of semi-infinite arrays [31]-[33] or corners arrays [34]-[35]. For arrays of relatively simple elements, like slots or dipoles, asymptotic solutions for semi-infinite arrays enabled the representation of currents resulting from edge effects with the help of basis functions that cover the whole array domain [36]-[38]. The TFW method can also explain the effects of global oscillation of the scan impedance along the array, first observed in [39]. This phenomenon can be explained by interference between the current of the element in infinite arrays and the diffracted Floquet wave contributions coming form the edges.

Today, the approximate windowing methods are not so much used, despite they are extremely fast when used in conjunction with TFW expansions. The reason is the strong evolution of MoM formulations for large problems such as Fast Multiple Methods (FMM) [40]-[41], Adaptive Integral Method (AIM) [42], Adaptive Cross Approximation (ACA) [43]-[44], and incomplete QR methods [45]-[46]. These methods are today able to handle array problems up to dimensions of twenty by twenty wavelengths. Particularly important in this context is the significant development of non-iterative methods, based on a reduction of the effective number of unknowns. These methods consist of aggregating basis functions into relatively small sets defined over every unit cell of the array [47]-[58].

### 10.5 Practical array antennas

Antenna arrays can be made with almost any types of antenna elements. Many of them are for military radar applications, and then there is not so much published on the electromagnetic design. Common elements in military systems are waveguides [59], waveguide slot antennas [60]-[62]. Array antennas can also be very wideband such as several dense array designs in [63], and the one in [64]. Microstrip antenna arrays are common [65], particularly in base station [66]. They have also the advantage that they can be made conformal [67]-[68]. The production cost can also be made low for helical and spiral arrays [69], and parallel plate slot arrays [70]. At millimeterwaves the microstrip technology gives too much losses, so it can be replaced by other planar technologies such as post-wall waveguides [71], also called Substrate Integrated Waveguides (SIW) [72], and different gap waveguide technologies are also under development for use at such high frequencies [73]-[75]. The laminated waveguide is also attractive [76].

### 10.6 Exercises

1. Linear dipole array: Consider a linear array of 20 transverse dipoles located with an element spacing of 0.5 wavelengths at 2 GHz . The dipoles are series fed from a straight rigid dielectricfilled coaxial line (relative permittivity $\varepsilon_{r}=2.5$ ). The signal is coupled with each dipole via directional couplers in a way that the amplitude excitation is the same of all dipoles. The spacing between the directional couplers is the same as the element spacing.
a) Determine the main lobe direction and the beamwidth.
b) Determine the element spacing needed to get broadside radiation.
c) Use the element spacing in step b) and determine the main beam direction at 2.3 GHz .
2. Linear waveguide slot array: Consider a linear array of 10 longitudinal slots in the broad wall of a rectangular waveguide. Each slot is weakly coupled to the waveguide and we assume that all slots are excited by the same forward travelling wave. Further, we assume no reflections in the waveguide. Every second slot is located on opposite sides of the center line of the wall, why? The cut-off frequency of the waveguide is 5 GHz .
a) Determine a formula for the element spacing which is needed in order to get the main beam in the broadside direction. Evaluate this spacing for a frequency of 7 GHz .
b) Find the main beam direction when the spacing is that evaluated in step a) and the frequency is 8 GHz .
c) Assume that all the elements are excited with equal amplitude. This can in practice be done by increasing the offset from the center line along the waveguide. What is the beamwidth between the two first nulls in the radiation pattern in the plane of the waveguide axis. Evaluate it both at 7 GHz and 8 GHz .
d) Determine the bandwidth of the antenna when we require that the radiation level in the broadside direction $\theta=90^{\circ}$ should not vary by more than 1 dB over the frequency band.
3. Linear microstrip array: Consider an array of rectangular microstrip antennas on a very thin substrate with high permittivity. The radiation pattern of each single patch can be approximated as that of two magnetic line currents located at each end of the patch.
a) Assume that the two magnetic line currents are so close that they radiate in the same way as one single incremental magnetic dipole. What is then the radiation pattern in E-plane? Sketch it.
b) We want to use the above elements in a vertical linear array to get a double 3 dB beamwidth of $5^{\circ}$ at broadside in the vertical plane with as few elements as possible. How long does the array need to be?
c) How many elements do we need in order to avoid grating-lobes when the main lobe points at broadside?
d) How many elements do we need in order to avoid grating-lobes when the main lobe is steered to $20^{\circ}$ from broadside?
e) What will the relative level of the grating-lobe be if we use the element spacing in step d and scan to $35^{\circ}$ ? Evaluate the grating efficiency in dB.
4. Scan impedance of array of two dipoles: Consider two thin half-wave electric dipoles located side-by-side with a spacing $d=.25 \lambda$.
a) Assume that each separate dipole is resonant in free space. What is the value of the input impedance of dipole 1 when dipole 2 is open-circuited?
b) Use Fig. 10.10 to find the value of the input impedance of dipole 1 when dipole 2 is shortcircuited.
c) Find also the input impedance of dipole 1 when the dipoles are excited by equal amplitude for broadside radiation. What is the reflection coefficient when we feed both of them by a $75 \Omega$ coaxial line?
d) Assume that we conjugate match the dipoles when they radiate at broadside. (In practice this can be done by tuning the dipole length to get the scan reactance zero, and using a quarter-wave transformer to transform the scan resistance to become equal to the characteristic impedance of the feed line.) We here choose to model this approximately by an equivalent circuit consisting of a feed line with characteristic impedance equal to the scan resistance at broadside, and by using a tuned reactance in series with the scan impedance. The latter is equal to the negative of the scan reactance at broadside. Find the reflection coefficient when the dipoles are phase-steered to radiate $30^{\circ}$ from broadside. Find also the reflection coefficient when they are phase-steered to the opposite side of broadside.
5. Design of circular planar array: We want to design an array with a circular aperture by using as few rectangular microstrip elements as possible. The elements are located in a regular
quadratic grid. The array should be phase-steered to $20^{\circ}$ from broadside in all directions. The frequency is 10 GHz .
a) Determine the diameter of the aperture both in wavelengths and centimeter when we require that the directivity shall be at least 43 dB over the whole scan range.
b) Determine thereafter the element spacing and the number of elements needed.
c) What is the 3 dB beamwidth at broadside?
d) The beam at $20^{\circ}$ has an elliptical cross section. Find the minimum and maximum 3 dB beamwidths. In which planes do they appear?
6. Design of rectangular planar array: We want to design an array antenna with a rectangular aperture by using as few elements as possible. The elements are open rectangular waveguides in a large ground plane. The waveguide apertures have width $w \ll \lambda$ and length $l=0.6 \lambda$.
a) We want the 3 dB half-beamwidth of the array to be $1^{\circ}$ in H -plane when the array is excited for broadside radiation. Determine the diameter of the array in H-plane.
b) We want the directivity at broadside to be 45 dB . Determine the diameter of the array and the 3 dB beamwidth in E-plane.
c) We want to scan the array out to $60^{\circ}$ from broadside in E-plane without grating-lobes. There is no scanning in H-plane. Determine the required number of elements in both E- and H-planes.
d) What is the directivity and beamwidth when the beam is scanned to $60^{\circ}$ from broadside in E-plane?
e) Use the number of elements in step c) and determine the directivity when the array is scanned to $75^{\circ}$.
7. Beamwidth of steered planar array: Derive the expression in equation (10.76) for the variation of the beamwidth with the main beam direction. It is most simply derived in the two planes $\varphi=\varphi_{0}$ and $\varphi=\varphi_{0}+\frac{\pi}{2}$.
8. Array of rectangular horns: Consider a large planar array of pyramidal horn antennas with quadratic apertures with $3 \lambda \times 3 \lambda$ size. The horn is very long, so the phase can be considered constant over the aperture. Assume that the horns are polarized in $y$-direction. Assume that each isolated element is radiating from an infinite ground plane.
a) Write down the expression for the far-field function of each element. Determine the 3 dB beamwidths in E- and H-plane. Draw the location of the first null of the element pattern into a $\sin \theta \cos \varphi, \sin \theta \sin \varphi$ diagram.
b) Find the locations of the grating-lobes and draw them into the same diagram.
c) Determine the relative levels of the grating-lobes when the array radiates in the broadside direction.
d) Determine the relative levels of the grating-lobes when we phase steer the beam in E-plane to $10^{\circ}$ from broadside.
e) Determine the relative levels of the grating-lobes when we phase steer the beam in H-plane to $10^{\circ}$ from broadside.
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## Chapter 11

## Fundamental limitations on directivity, array gain and bandwidth

This chapter deals with the fundamental limitations on directivity, radiation efficiency and gain of antennas with both single and multiple ports, when the antennas are made of lossless materials. The maximum available directivity of large antennas is given by the common aperture directivity formula. For small antennas, it is given by the directivity of the Huygens source. These two expressions are combined in a heuristic manner to a continuous maximum directivity limitation as a function of the diameter of the smallest sphere that can surround the antenna $[1,2]$. The theoretical limitation is plotted together with directivities of antennas known to have large directivities, and the results are seen to be very close to the heuristic limit.

The chapter also deals with fundamental limitations of dense arrays. Dense linear arrays can theoretically be used to provide superdirectivity, but this remains to be proven in practice. Their claimed superdirectivity is often lower than what can be obtained with optimized single-port antennas of the same size. Dense arrays also suffer from severe gain reduction due to strong coupling to the ports of the neighbouring elements. This gain reduction can be characterized in terms of a decoupling efficiency, also referred to as embedded element efficiency, and appears as a reduction of the total radiated power. The fundamental property of this decoupling efficiency is known from classical papers, and it has recently been verified by measurements in a reverberation chamber and by simulations.

Finally the chapter discusses the fundamental bandwidth limitations of small antennas in terms of their so-called radiation $Q$-factor. This determines bandwidth limitations for the following classes of antennas: i) single-resonance-type small antennas, $i i$ ) wideband gradual-transition-type small antennas, and iii) wideband cascaded-resonances-type small antennas.

### 11.1 Background

Publications on fundamental limitations of small antennas normally study the relation between the antenna size and its radiation $Q$-factor [3]-[4]. The $Q$-factor is originally a measure of the quality of a narrow band resonator, and it represents the inverse relative bandwidth of the resonator. For antennas, however, we want normally larger bandwidth so the userexperienced quality is better if we have a larger bandwidth. Thus, it is always understood that when dealing with antennas the lower $Q$ the better. The $Q$ is only valid as a characterization method when $Q$ is large, because it is originally based on a series expansion of frequency variations around the frequency of operation. Therefore, it becomes very questionable if $Q$ can be used at all to characterize antennas for which it is desirable to have low $Q$, because, the accuracy of the characterization method becomes worse when the antenna is better. Also, the overall antenna bandwidth can easily be increased (i.e., $Q$ can be decreased) by cascading resonance-type antenna elements with small bandwidths (i.e., large $Q \mathrm{~s}$ ). This makes the radiation $Q$ even more questionable as a fundamental inverse measure of antenna bandwidth. Nevertheless, we will here explain with reference to [5]: i) How the radiation $Q$ is related to interpretable quantities such as bandwidth-efficiency product of single-resonance-type small antennas. ii) How it is related to mismatch factor variations, and tolerance requirements of multiple-resonance-type small antennas. iii) How it is related to a radiation cut-off frequency of gradual-transition-type small antennas (related to gradual cut-off of spherical waves).

We will first overview other fundamental limitations that apply to antennas, such as maximum available directivity of single-port antennas and radiation efficiency of multi-port antennas, and thereafter discuss the practical consequences of the limitations determined by $Q$-factor and size. The main focus will be on small antennas, but the limitations of large antennas are overviewed as well because by mistake these limitations often are applied to small antennas. In particular, the efficiency limitations of multiport antennas for diversity and MIMO systems ${ }^{1}$ will be overviewed. Their fundamental limitations can be characterized in terms of the radiation efficiency of each embedded element, i.e., an embedded element efficiency, and the paper will describe how these limitations are related to the fundamental limitations of dense arrays outlined in [6], [7] and [8]. This will be described by an example. The chapter will also discuss the limitations that apply when dense arrays are used to generate superdirectivity [9]-[10].

### 11.2 Maximum directivity of single-port antennas

### 11.2.1 Large antennas

The maximum available directivity of a large antenna covering a planar area $A$ is well known to be given by

$$
\begin{equation*}
D_{0_{\max }}=\frac{4 \pi}{\lambda^{2}} A \tag{11.1}
\end{equation*}
$$

This formula is only valid when the cross section of the area $A$ is large in terms of wavelength. In practice, it applies to areas with diameters typically larger than three wavelengths. The
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Figure 11.1: Fundamental directivity limitations of large antenna (dotted steep line), small singleport antennas (dotted horizontal line), and heuristically combined to a curve valid for any antenna size (solid line), together with directivities of some theoretical and practical antennas (squares), all as a function of the diameter of the smallest sphere that can enclose the antenna including its ground plane (if any).
formula applies both to large apertures and array antennas. The formula is sometime used also as a directivity limitation of small antennas, but this is wrong as explained in the next section. We will herein use the formula in (11.1) as a limitation also in terms of the size of the minimum sphere that can surround the antenna. If this sphere has a diameter $D$, we will use the following expression

$$
\begin{equation*}
D_{0_{\max }}=\left[\frac{\pi D}{\lambda}\right]^{2} \tag{11.2}
\end{equation*}
$$

which agrees with the maximum directivity of a large circular planar aperture. This approach is justified by reference [11], which shows that the maximum available directivity of sources inside a large sphere of radius $R$ approaches $D_{0_{\max }}$ in (11.2) for large $R(R=D / 2)$. The result in [11] contains also small $R$ corrections to $D_{0_{\max }}$, but these do not converge to the known 4.8 dBi directivity of the incremental Huygens source, see Subsection 11.2.2.

### 11.2.2 Small antennas

Short electric dipole antennas have a directivity of $D=1.5=1.8 \mathrm{dBi}$, independent of the thickness and length of the wire as long as both are much shorter than half a wavelength, see Section 5.1.4. Similarly, small electric loop antennas (representing incrementally small magnetic currents) have 1.8 dBi directivity as well. It is very simple to theoretically construct a small antenna that has 4.8 dBi directivity even in free space without ground plane. This is the so-called Huygens source that consists of both a short electric and a short magnetic dipole, see Section 4.4.3. The incremental electric dipole excites the basic spherical TM mode, and the incremental magnetic dipole excites the basic TE mode. It is easy to show that the Huygens source represents the specific combination of the short electric and magnetic dipoles that maximizes the directivity. Such a Huygens source can in practice be constructed from wires by combining an electric dipole antenna and a loop antenna. Thus, the maximum available directivity of small antennas is 4.8 dBi . Many practical small antennas show directivities close to this, such as, e.g., the inverted F antennas. The half-wave dipole in free space has 2.2 dBi directivity, which is 2.6 dB below the 4.8 dBi limit for even smaller antennas.

### 11.2.3 Heuristic combination valid for any antenna size

The maximum available directivity of antennas that are neither large nor small in terms of wavelengths is not explicitly known. Therefore, we herein present a way of combining the two above-mentioned maximum directivities in a heuristic manner to get a formula that can be used for all antenna sizes. The following power addition formula seems reasonable:

$$
\begin{align*}
& D_{0_{\max }}=\left[\frac{\pi D}{\lambda}\right]^{2}+3 \\
& \left\{D_{0_{\max }}\right\}_{\mathrm{dBi}}=10 \log \left[\left(\frac{\pi D}{\lambda}\right)^{2}+3\right] . \tag{11.3}
\end{align*}
$$

The limitations of large antennas, small antennas and this heuristic combination of them are all plotted in Fig. 11.1. The directivities of some directive practical antennas that are between 0.2 and $4 \lambda$ in diameter are also shown. These are the closely spaced folded Yagi antenna in [12] and the electrically small Yagi in [13], the helix antenna and two short backfire antennas found in $[14]^{2}$, as well as two resonant reflector antennas with dimensions found in $[15]^{3}$, and the so-called Eleven antenna in $[16]^{4}$. The antennas are designed to obtain as high directivity as possible using numerical methods, and the resulting directivities are very close to the new heuristic limit introduced by (11.3). The electrically small Yagi has even 0.38 dB higher directivity than (11.3), but the reference for it provide only simulated results, so there may be numerical uncertainties. Also, [13] gives lower experimental directivities of similar antennas. Furthermore, there is no theoretical foundation for our heuristic formula in the intermediate range $0.2 \lambda<2 a<2 \lambda$, so it could happen that some practical antennas
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### 11.2.4 Small antennas on large ground planes

Short cavity-backed slot in an infinite ground plane radiates like a magnetic current, but only on one side of the ground plane, and the radiation pattern on the radiating side is not affected by the ground plane, so the directivity is the double of that of a short magnetic current in free space ( 3 dB higher), i.e., $D_{0}=2 \cdot 1.5=3=4.8 \mathrm{dBi}$. Short vertical monopole on a ground plane has also 4.8 dBi directivity, of the same reason. In practice these directivities are high also for quite small ground planes.

Thus, it is possible to make small antennas on large ground planes that have higher directivities than 4.8 dBi . For example, the directivity of a small horizontal dipole above a large ground plane approaches 8.8 dBi , see, e.g., [4]. However, when we include the size of the ground plane in the definition of the smallest sphere, the directivities of such antennas will normally not come close to the limiting curve in (11.3). An exception is the eleven antenna [7]. This consists in its basic configuration of two parallel dipoles spaced by $0.5 \lambda$ and located about $0.15 \lambda$ over a ground plane. It has 11 dBi directivity when the square ground plane is wider than $0.7 \lambda$, which gives a minimum sphere radius of $1.03 \lambda$. This is only 0.3 dB below the limiting curve.

### 11.2.5 Planar array antennas

In practice the above formulas apply also to regular antenna arrays when the elements are combined to one port with a passive combination network, but only if the aperture area $A$ of the array is defined by (Section 10.3.2)

$$
\begin{equation*}
A=M d_{x} N d_{y} \tag{11.4}
\end{equation*}
$$

where $M(N)$ is the number of elements in $x$-direction ( $y$-direction), and $d_{x}\left(d_{y}\right)$ is the element spacing in $x$-direction ( $y$-direction), and the element spacings are small enough to avoid grating-lobes (normally $d_{x}<\lambda$ and $d_{y}<\lambda$ are sufficient for broadside radiating arrays). Very small array antennas that can be located within spheres or diameter smaller than $0.5 \lambda$ may easily have directivities up to 4.8 dBi , in the same way as small single-port antennas can have this.

Eq. (11.4) is valid for a rectangular planar array, but we can readily define an equivalent diameter of a circular array with the same area, i.e.,

$$
\begin{equation*}
D=2 \sqrt{M d_{x} N d_{y} / \pi} \tag{11.5}
\end{equation*}
$$

This array is then governed by the directivity limit in (11.3). The definitions in (11.4) are illustrated in Fig. 11.2. The radiating elements are illustrated by the solid lines (dipoles or narrow slots). Note that the definition of the area and equivalent diameter of the array include the whole unit cell of the edge elements, even if the radiating element itself does not fill the dashed unit cell. This is very important for the maximum available gain formula to be used for arrays.


Figure 11.2: Example of planar array geometry. (a) Definition of unit cell of an element in a regular planar array. (b) Illustration of the definition of the aperture areas in (11.3) of planar arrays with rectangular aperture shapes. The radiating elements are illustrated by thick solid lines indicating narrow waveguide apertures, and the unit cells of the grid are illustrated as dashed boxes. (c) Illustration of the numbering of the elements used in (11.6) for a $4 \times 4$ array. (d) The S-parameters of elements $5,6,7$ and 8 when element 7 is excited.

### 11.2.6 Superdirectivity

R. C. Hansen uses the following conservative definition of superdirectivity [10]:
"A useful operational definition of antenna superdirectivity (formerly called supergain) is directivity higher than that obtained with the same antenna configuration uniformly excited (constant amplitude and linear phase). Excessive array superdirectivity inflicts major problems in low radiation resistance (hence low efficiency), sensitive excitation and position tolerances, and narrow bandwidth. Superdirectivity applies in principle to arrays of isotropic elements although, of course, actual antenna arrays are composed of nonisotropic elements".

Thus, what is left after these restrictions is merely a concept of theoretical interest. Therefore, superdirective antennas have also only been reported theoretically, and the most "promising" publications are related to endfire linear arrays. However, publications on such theoretical superdirective linear arrays report actually much lower directivity than the maximum available directivity of an optimum more planar antenna structure radiating from within the same minimum surrounding sphere. This can be seen by comparing the limiting curve in Fig. 11.1 with the results in [10, Tables I and II]. There is one exception: According to [10, Table III]
a superdirective short endfire array of $0.5 \lambda$ length can have 5.66 dBi directivity, if it is made of 9 elements with $0.0625 \lambda$ element spacing. However, the reported $Q=1.7 \cdot 10^{14}$ corresponds to a relative bandwidth of $1 / Q=0.6 \cdot 10^{-14}$, which is completely useless. Also, it seems that the embedded element efficiency has not been taken into account in the simulations.

Modern computers make it easier to produce simulated results with realistic vector current sources. It can easily be shown that two small dipoles in a closely spaced ( $\ll \lambda$ ) array, fed $180^{\circ}$ out-of-phase achieve a directivity of $\approx 5.8 \mathrm{dBi}$. If the phase of one element is adjusted slightly away from $180^{\circ}$, the array can operate in a superdirectivity mode and achieve a directivity of $\approx 7.2 \mathrm{dBi}$ [17]. These directivities are above the limit of the heuristic formula in (11.3), and this array shows also superdirectivity according to Hansen's definition.

Arrays with such small element spacing will in practice suffer from large coupling losses causing a low decoupling efficiency, see Section 11.3. See also [18] where the decoupling efficiency of a single element, referred to as the embedded element efficiency, has been measured for a dense Vivaldi array. In principle, all dense arrays suffer from limitations due to mutual coupling [6]-[8], and this mutual coupling can only be correctly accounted for by properly including source impedances of the exciting sources on all excited ports and dummy loads at not excited ports. Unfortunately, it seems that the existing work on superdirectivity till now does not include source impedances, even though it readily can be included in the otherwise complete formulation in [9]. Such practice can give very erroneous results because without source impedances, it is possible to enforce any excitation on the elements of an array, whereas with source impedances the excitations will be affected by the excitations on neighboring ports so that they cannot be fully controlled. This can be characterized by the general decoupling efficiency in (11.9). In practice it may not at all be possible to excite arrays for superdirectivity with realistic source impedances.

### 11.3 Embedded element efficiency of arrays

### 11.3.1 Single-port antennas

The radiation efficiency of single-port small antennas can be large if they are made of low loss materials. However, the losses due to using lossy materials in small antennas may often appear larger than expected when compared to using the same materials in larger antennas. The reason is that small antennas are based on radiation at resonance, which makes the waves bounce back and forth inside the material many times before leaving the antenna.

### 11.3.2 Multi-port antennas

Small arrays for diversity and MIMO systems may suffer from strong mutual coupling between the antenna elements. They are different from classical arrays in the sense that the phase and amplitude excitations (both in transmitting and receiving mode) of the elements are dynamically adjusted to match the statistical field variations in the environment ${ }^{5}$. Therefore, they cannot be impedance matched for one specific excitation. Each single element are used more or less independently of each other, and therefore they have to be analyzed in their
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The embedded element efficiencies needed to characterize MIMO arrays represent a fundamental limitation caused by mutual coupling. The simplest expression for the embedded radiation efficiency of port $j$ in an antenna array with $M N$ elements is ${ }^{6}$

$$
\begin{equation*}
\left(e_{\mathrm{emb}}\right)_{j}=1-\sum_{i=1}^{M N}\left|S_{i j}\right|^{2} \tag{11.6}
\end{equation*}
$$

where $S_{i j}$ is the S-parameter between ports $i$ and $j$, respectively. The numbering convention used in this equation is illustrated in Fig. 11.2. Such fundamentally limiting radiation efficiencies are also present in large classical arrays for producing narrow beams ${ }^{7}$. The embedded efficiency becomes very low only if the element spacing is very small, such as in dense arrays for multiple beams. Then, this limitation is known as Steins's limit with reference to $[6]^{8}$ and is also thoroughly treated in [7].

In a classical array, the embedded element efficiency can be seen as the ratio between the realized gain per element of the array and the directivity of one embedded element [7]. For small element spacings, the embedded element pattern is known to have a $\cos (\theta)$ shape $[7]^{9}$. When the radiation intensity varies as $\cos (\theta)$ over half space, the power integral in (2.65) becomes

$$
P=2 \pi \int_{0}^{\pi / 2} \cos \theta \sin \theta d \theta=\pi
$$

Thus, the corresponding directivity of the embedded element is $D_{\text {emb }}=4 \pi / \pi=4$, i.e., 6 dBi . The maximum available gain per element of a large array can be found, by using (11.1), giving

$$
\begin{equation*}
G_{\mathrm{emb}}=\frac{D_{0_{\max }}}{M N}=4 \pi \frac{d_{x}}{\lambda} \frac{d_{y}}{\lambda} \tag{11.7}
\end{equation*}
$$

This means that the embedded element will have a maximum available radiation efficiency of

$$
\begin{equation*}
e_{\mathrm{emb}}=\frac{G_{\mathrm{emb}}}{D_{\mathrm{emb}}}=\pi \frac{d_{x}}{\lambda} \frac{d_{y}}{\lambda} \tag{11.8}
\end{equation*}
$$

in a dense array, under the assumption that the directivity always is 6 dBi or larger. This result originates from the discussions in Hannan's paper [7], see also [19]. It is an asymptote valid for both $d_{x}$ and $d_{y}$ being small. Therefore, we will refer to (11.8) as Hannan's asymptote, representing the maximum available embedded element efficiency for a dense array. The term embedded efficiency is justified as long as $e_{\text {emb }}<1$, corresponding to both $d_{x}$ and $d_{y}$ being smaller than $1 / \sqrt{\pi} \lambda=0.56 \lambda$, at the same time. The embedded element efficiency has also been measured for a singly-excited element in a dense focal-plane array [18, Fig. 11]. It becomes very small for small element spacings, and is already $e_{\text {emb }}=\pi / 4=79 \%$ for planar arrays with $0.5 \lambda$ element spacing [7]. The embedded element efficiency has contributions
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When many ports are excited, the embedded element efficiency becomes instead a general decoupling efficiency. For an array with $M N$ antenna ports in total, of which a subarray of $(M N)_{\text {exc }}(\leq M N)$ ports are used to generate the beam, the decoupling efficiency becomes

$$
\begin{align*}
e_{\mathrm{dc}}=\frac{P_{\mathrm{rad}}}{P_{\mathrm{inc}}}=1-\frac{P_{\mathrm{dc}}}{P_{\mathrm{inc}}} & =1-\left\{\sum_{i=1}^{M N}\left|b_{i}\right|^{2} / \sum_{j=1}^{(M N)_{\mathrm{exc}}}\left|a_{j}\right|^{2}\right\},  \tag{11.9}\\
b_{i} & =\sum_{j=1}^{(M N)_{\mathrm{exc}}} S_{i j} a_{j},
\end{align*}
$$

where $P_{\text {rad }}$ is the radiated power, $P_{\mathrm{dc}}$ is the total power lost in the terminations on the ports ${ }^{10}$, and $P_{\text {inc }}$ is the sum of the incident powers on all $(M N)_{\text {exc }}$ excited ports of the antenna. Further $\left|a_{j}\right|^{2}$ is the forward power incident on an excited port $j,\left|b_{i}\right|^{2}$ is the backward power leaving any port $i$, and $S_{i j}$ is the usual scattering matrix element between the ports $i$ and $j$ when all the other ports are match-terminated. Hence, $M N-(M N)_{\text {exc }}$ ports are unexcited. This efficiency plays a major role when characterizing focal plane arrays [18].

### 11.4 Gain limitations of regular antenna arrays

The embedded element efficiency plays via (11.8) a major gain-limiting role of dense regular array antennas, in the same way as the grating efficiency in (10.42) does for sparse arrays [20]. The following example illustrates this. With regular arrays we mean here an array with elements in a regular grid with element spacings $d_{x}$ in $x$-direction and $d_{y}$ in $y$-direction, as illustrated in Fig. 11.2.

The example is an array of $32 \times 32$ open-ended waveguides, each with aperture dimensions $a=0.505 \lambda$ and $b=0.067 \lambda$ along $x$ - and $y$-directions, respectively. Thus, $M=32$ and $N=32$ in Fig. 11.2. The element spacing is fixed to $d_{x}=0.67 \lambda$ in $x$-direction (H-plane) and it varies from $0.1 \lambda$ to $10 \lambda$ in $y$-direction (E-plane). Thus, when the element spacing is $0.1 \lambda$, the slots are located very close to each other, and when the element spacing is $10 \lambda$ they are located very far apart.

The total area of the array is given by (11.4), and the maximum available directivity of this area is given by (11.1). This is the straight solid diagonal line plotted in Fig. 11.3 marked "maximum available". This represents of course also the maximum available realized gain.

The realized gain of the whole array and its elements have been found by three different numerical approaches for each $d_{y}$, by using a commercial full wave code. The term full wave means that no approximations have been used in the simulation methods, except for the numerical discretization. The three approaches are:
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Figure 11.3: Realized gain of $32 \times 32$ element regular array of open-ended waveguides in infinite ground plane when the element spacing in H-plane is $d_{x}=0.67 \lambda$ for different element spacings in E-plane, evaluated by different methods.
a) Infinite array approach This means simulating a unit cell of the array with periodic boundary conditions. This corresponds to exciting all waveguide elements with the same amplitude and phase. The actual finiteness of the arrays due to the $32 \times 32$ elements is taken into account by a truncation of the infinite array, neglecting so-called edge effects. This means that elements close to the edge of the arrays are assumed to radiate the same way as any other element. The approach is known to be very accurate for large arrays like this, both regarding the input S-parameter (being equal for all elements) and the far-field function of the whole array. The realized gain is plotted as the curve marked "infinite array approach" in Fig. 11.3.
b) Embedded element approach An element in the center of the array is simulated when (in principle) all the other elements are present and terminated. Our elements are rectangular waveguides, so a termination means that there is an ideally matched load at the end of the waveguide. The results of the simulation are the far-field function, directivity, and realized gain $G_{\text {emb }}$ of the embedded element. The realized gain of the total array is

$$
\begin{equation*}
G_{\mathrm{arr}}=M N G_{\mathrm{emb}} \tag{11.10}
\end{equation*}
$$

This is plotted as the curved marked with "MN $\times$ embedded element gain" in Fig. 11.3. The curve is seen to be almost identical to the "infinite array approach", which it should be. The discrepancies when $d_{y}$ is between $0.3 \lambda$ and $0.8 \lambda$ are due to the numerical accuracy.
c) Isolated element approach This is one open-ended waveguide in an infinite ground plane. The results are its input S-parameter, far-field function, and realized gain $G_{\text {iso }}$. An approximate array gain can be obtained from

$$
\begin{equation*}
G_{\mathrm{arr}}=M N G_{\mathrm{iso}} \tag{11.11}
\end{equation*}
$$

The result is shown as the curve called "asymptote from isolated element gain" in Fig. 11.3. The directivity of the isolated element can in our case also be found analytically to be 5.2 dBi by using equations (5.82) and (5.85).

Fig. 11.3 shows that the computed realized gain with the infinite array method approaches the isolated element asymptote in a slow and periodic manner for large $d_{y}$. The slow convergence is due to all the grating-lobes appearing with periodic intervals when $d_{y}$ is larger than $1 \lambda^{11}$. They have a large effect in E-plane because the isolated element pattern of a slot is omnidirectional in E-plane. Each new grating-lobe causes a sudden reduction in gain. Therefore, the graph shows dips that appear with regular intervals when $d_{y}$ increases, corresponding to the sudden appearance of grating-lobes along the array in E-plane.
The effect on the array gain due to the sudden appearance of grating-lobes can easily be modeled by multiplying the maximum available realized gain by the grating efficiency in (10.42), i.e.,

$$
\begin{equation*}
G_{\mathrm{arr}}=\frac{4 \pi M N d_{x} d_{y}}{\lambda^{2}} e_{\mathrm{grt}} \tag{11.12}
\end{equation*}
$$

When evaluating this we assume that the far-field function of an isolated slot is uniform in E-plane (see (5.82) and (5.85)), and then the expression becomes completely analytical and can be evaluated very easily. The result is the curve marked "maximum with grating efficiency" in Fig. 11.3. We see that this is able to model the periodic variation of realized gain very well, except precisely at $d_{y} / \lambda$ for which the grating-lobes suddenly appears, i.e., at each multiple of wavelengths. Therefore, the grating efficiency in (10.42) gives a good understanding of losses in directivity and realized gain due to grating-lobes.
Let us look more carefully at the realized gain for small element spacing $d_{y} / \lambda$, or rather the related embedded element efficiency. Fig. 11.4 shows embedded element efficiencies evaluated in different ways. They are evaluated by Hannan's asymptotic formula in (11.8), and by using the definition of the embedded element efficiency for a lossless multi-port antenna in (11.6). The latter is evaluated numerically "from all S-parameters", resulting from the simulations with the embedded element approach in $b$ ) above. Fig. 11.4 also shows the embedded element efficiency when we correct Hannan's asymptote by the mismatch factor of the fully-excited array, i.e., the mismatch factor when all elements are equally excited. The forth curve is marked "gain per element minus $6 d B$ ". This is obtained by taking the result from the infinite array approach, dividing it with $M N$ to get the realized gain per element, and removing the 6 dB directivity of a single embedded element in a dense array. The latter was found when deriving (11.8), and originated from Hannan.
The figure shows that Hannan's asymptote represents the highest efficiency for all $d_{y} / \lambda$. Thus, it is the fundamental limiting factor describing the fact that the embedded element will have low radiation efficiency for dense array. When we correct this with the mismatch factor we get exactly the same result as obtained from the full wave simulation of "gain per element minus $6 d B$ ". This shows that it is very easy to correct for Hannan's asymptote to get the actual realized gain in dense regular arrays, but we need to know the $S_{11}$ of the array elements for the all-excited case. Finally, we see that the actual embedded element efficiency evaluated from (11.6) always is lower than the three other results, and approaches them the smaller $d_{y} / \lambda$ is. Eq. (11.6) can never be larger than unity ( 0 dB ) by definition. However, the three other curves can be larger than unity when the assumptions $d_{x} \ll \lambda$ and $d_{y} \ll \lambda$ for which they are evaluated, are not satisfied. This assumption is implicit also in the full
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Figure 11.4: Embedded element efficiency of the same array as in Fig. 11.3, evaluated by different accurate and approximate methods.
wave efficiencies when assuming that the directivity of the embedded element is 6 dBi . If the directivity is larger, the computed value of the embedded element efficiency will be lower and satisfy the physical requirement of $e_{\text {emb }} \leq 1$. Thus, it is reasonable to believe that embedded elements in dense arrays always will have directivities equal to or larger than 6 dBi .

The most important conclusion from Fig. 11.4 is that the embedded element efficiency is a major factor contributing to the realized gains of dense array antennas. Unfortunately, this is not so well known, and, e.g., research on superdirectivity has not taken this into account, although the understanding of this fundamental limiting efficiency dates back to Hannan in 1964 [7].

### 11.5 Bandwidth limitations due to antenna size

The physical limitations of small antennas have always been of concern to antenna engineers, often expressed in terms of questions like "How large must an antenna be in order to radiate efficiently?" or "What is the available bandwidth of a small antenna of a certain size?" The mutual relation between size and bandwidth has been known since the early days of radio wave communications. At that time there were no computers and therefore all theoretical studies were based on mathematical analysis. Similarly, practical designs were entirely based on experiments without any computational support.

The above facts made it very difficult to predict frequency variation and thereby bandwidth before the antenna actually was built. However, it was possible to estimate bandwidth by calculating the so-called $Q$-factor from analytical expressions for both the dissipated power and stored time-averaged energy at the resonance frequency of the antenna [21]-[22]. Such
approach for estimating frequency dependences was known from prediction of quality of circuit resonators [23]-[24], which naturally is defined by

$$
\begin{equation*}
Q=f_{0} /(2 \Delta f), \tag{11.13}
\end{equation*}
$$

where $f_{0}$ is the resonance frequency and $2 \Delta f$ is the full 3 dB bandwidth. It was shown analytically that this could be determined from

$$
\begin{equation*}
Q=2 \pi f_{0} \frac{W_{\text {ave }}}{P} \tag{11.14}
\end{equation*}
$$

where $W_{\text {ave }}$ is the time averaged stored electric and magnetic energy at $f_{0}$, and $P$ is the total dissipated power at $f_{0}$.
Half-wave dipoles and slots are resonant by nature, and smaller antennas become resonant at least after impedance matching by external components. Therefore, (11.14) was used even to predict $Q$ and relative bandwidth $1 / Q$ of small antennas, by using the radiated power as the dissipated power $P$ in (11.14) because it appears as losses in the radiation resistor in the equivalent circuit of the antenna.

It is very difficult to get useful bandwidth out of small antennas, and therefore the practice of evaluating $Q$-factors lend itself to studying fundamental bandwidth limitations of small antennas. The lowest limiting radiation $Q$ could be evaluated from Maxwell's equations without knowing the exact shapes of the antennas [21]-[22]. When studying fundamental bandwidth limitations of small antennas in terms of the intrinsic radiation $Q$, it is important to be aware of the fact that even if $Q$ stands for quality, it is actually the inverse of $Q$ and the radiation efficiency that represents the quality when dealing with antennas. Therefore, the $Q$ term itself is misleading. Still, the treatment of fundamental limitations of small antennas in terms of their radiation $Q$ is common practice also today [25]-[29].
The $Q$-limitation is normally expressed in terms of the radius of the smallest sphere that can enclose the antenna, but recently this has been extended to any limiting shape [29]. Different authors derive different formulas for $Q$, such as one $Q$ for small antennas radiating circular polarization [30] and another $Q$ for small antennas exciting both TE to $r$ and TM to $r$ spherical modes with arbitrary polarization [27], where $r$ is the radial direction.
The present section aims explaining what this limiting intrinsic radiation $Q$ means in terms of practical bandwidth limitations of three different types of small antennas: single-resonancetype, gradual-transition type, and cascaded-resonances-type. The most important quality measure of a small antenna, besides its relative bandwidth, is its total radiation efficiency, i.e., the total radiated power relative to the maximum power available at its terminal when the antenna is matched to its port impedance. This includes both the mismatch factor and the radiation efficiency due to dissipation losses. The mismatch factor can be improved by impedance matching techniques, whereas the dissipation normally is associated with lossy materials. Small antennas often have low efficiencies and narrow bandwidths [31]. This low efficiency makes the bandwidth larger than the intrinsic limit, in the same way as a loaded resonator has smaller $Q$ than an unloaded one. In the case of losses the intrinsic radiation $Q$ actually becomes a physical limitation on the bandwidth-efficiency product, in agreement with the theory of unloaded and loaded resonators [24]. In principle there are two basic approaches for making antennas radiate well:
a) The resonance approach: Small antennas like dipoles and slots have natural electromagnetic resonances when they are half a wavelength long. These resonance frequencies can


Figure 11.5: Equivalent circuit for a small electric current antenna such as a short dipole with both dissipation losses $R_{L}$ and radiation losses $R_{\mathrm{rad}}$.
be reduced, e.g., by locating materials with high permittivity close to the antenna, but the bandwidth is reduced. Non-resonant small antennas will normally also be made resonant by impedance matching them with capacitors or inductors. Furthermore, many resonant antennas can be cascaded to get a wideband antenna.
b) The gradual transition approach: This is based on changing the geometry gradually from that of the feeding waveguide or transmission line to a geometry that makes the waves smoothly transit to free space, such as this is done in, e.g., flared horns (waveguide transition) and Vivaldi tapered slot antennas (slot line transition).

The limitations of resonance-type antennas can be determined by the inverse- $Q$ limitation on the bandwidth-efficiency product, whereas it is not obvious that the limitations of wideband gradual-transition type antennas are determined by this. The gradual-transition-type antennas are limited by the intrinsic radiation $Q$ expression, but that this determines a lowest frequency of operation rather than an efficiency-bandwidth limitation. This lowest frequency of operation is the same as the gradual cut-off frequency of spherical waves known from EM field theory [32], [33]. The size of the surrounding sphere at which this gradual cut-off appears has also been referred to as a radiansphere [34], [35].

Furthermore, it is well known that the bandwidth of resonance-type antennas can be improved by making use of several resonances coupled in cascade, as series or parallel resonances. We will show that ideally any bandwidth can be obtained in such cases, and that the intrinsic radiation $Q$ instead becomes a measure of how many cascaded-resonances is needed to cover a certain frequency band.

The results in this chapter are valid for small antennas, but also for "not-so-small" antennas if only the basic spherical TE or TM to $r$ modes are excited, or both of them.

### 11.5.1 Intrinsic radiation $Q$ for TE, TM and TE\&TM

The intrinsic minimum radiation $Q$ of a lossless antenna exciting the basic TM to $r$ spherical mode was first derived by Chu [21], and repeated later in a different way by Collin and

Rothschild [22], to be

$$
\begin{equation*}
Q_{\mathrm{TM}}=Q_{\mathrm{TE}}=\frac{1}{(k a)^{3}}+\frac{1}{k a} \tag{11.15}
\end{equation*}
$$

where $a$ is the radius of the smallest sphere that can surround the antenna and $k=2 \pi / \lambda$ is the wavenumber. This limiting $Q$ is valid for TM case under the assumption given by the equivalent circuit in Fig. 11.5, that the capacitive impedance of the small antenna (of electric current type) is tuned out by an external inductance in series with the capacitance. The $Q$ for TE case is given by the same formula, and can be excited by a magnetic current such as a slot or small circular electric current ring. These have equivalent circuits in the form of parallel resonances, and they need to be tuned out by external capacitors. Later Harrington showed that the $Q$ is a factor 2 lower for circular polarization if two orthogonally polarized TE and TM spherical modes are excited in quadrature [30]. He derived it using the same approximations as Chu did for linear polarization. Recently McLean recalculated the $Q$ directly from the fields for both linear and circular polarization [25]. D.H. Kwon [27] showed that the TE and TM modes also can be combined to a directive linearly polarized pattern to give the same low $Q$ as for Harrington's circularly polarized case. This combination of TE and TM sources actually corresponds to a so-called Huygens source, as given, e.g., in Section 4.4.3. Actually, any combination by which the basic TE and TM modes are excited equally strongly will give the same lower intrinsic radiation $Q$, i.e.,

$$
\begin{equation*}
Q_{\mathrm{int}}=Q_{\mathrm{TE} \& \mathrm{TM}}=\frac{1}{2}\left(\frac{1}{(k a)^{3}}+\frac{2}{k a}\right) . \tag{11.16}
\end{equation*}
$$

This can readily be seen by looking into the derivations in both [27] and [30]. The reason is that the TE and TM modes are orthogonal, and thereby the power integrals over each one of them can be added when both are excited.

### 11.5.2 Single-resonance-type small antennas

We first consider a single-resonance-type antenna. At resonance, the equivalent circuit for a small electric current element can be simplified as shown in Fig. 11.5, where we have modelled losses as a resistor $R_{L}$ in series with the radiation resistance $R_{\mathrm{rad}}$. The antenna is matched at frequency $f_{0}$ by a lossless inductor with an inductance of $L=1 / \omega_{0}^{2} C$, where $\omega_{0}=2 \pi f_{0}$. The total input impedance including the matching inductor becomes

$$
\begin{equation*}
Z_{\mathrm{in}}=R_{\mathrm{rad}}+R_{L}+\frac{1}{j \omega C}+j \frac{\omega}{\omega_{0}^{2} C} . \tag{11.17}
\end{equation*}
$$

The equivalent circuit is the same as that of a resonator, so it becomes natural to express $Z_{\text {in }}$ in terms of $Q$ and the resonance frequency $f_{0}=1 /(2 \pi \sqrt{L C})$, in the same way as for resonators [23], giving

$$
\begin{equation*}
Z_{\mathrm{in}}=\left(R_{\mathrm{rad}}+R_{L}\right)\left(1+j Q_{0} \frac{\left(f-f_{0}\right)}{f_{0}} \frac{\left(f+f_{0}\right)}{f}\right), \tag{11.18}
\end{equation*}
$$

where $Q_{0}$ is the $Q$ at the resonance frequency

$$
Q_{0}=\frac{1}{\omega_{0}\left(R_{\mathrm{rad}}+R_{L}\right) C} .
$$

We see that there are two contributions to this $Q$; from radiation losses in $R_{\mathrm{rad}}$ and from dissipation in $R_{L}$. Therefore, it is convenient to separate $Q_{0}$ into the intrinsic radiation $Q$ of the antenna, denoted $Q_{\mathrm{int}}$ and the $Q$ contribution due to dissipative losses, denoted $Q_{L}$, according to

$$
\begin{equation*}
\frac{1}{Q_{0}}=\frac{1}{Q_{\mathrm{int}}}+\frac{1}{Q_{L}} ; \quad Q_{\mathrm{int}}=\frac{1}{\omega_{0} R_{\mathrm{rad}} C}, \quad Q_{L}=\frac{1}{\omega_{0} R_{L} C} \tag{11.19}
\end{equation*}
$$

There are no other approximations in (11.18) and (11.19) other than those represented by assuming $R_{\mathrm{rad}}, R_{L}, L$ and $C$ constant in Fig. 11.5.
Let us now assume that the antenna is ideally matched at the resonance frequency to a transmission line with characteristic impedance $Z_{0}=R_{\mathrm{rad}}+R_{L}$. Then, the input reflection coefficient becomes

$$
\begin{align*}
r & =\frac{Z_{\mathrm{in}}-Z_{0}}{Z_{\mathrm{in}}+Z_{0}}=\frac{-j Q_{0} \frac{\left(f-f_{0}\right)}{f_{0}} \frac{\left(f+f_{0}\right)}{f}}{2+j Q_{0} \frac{\left(f-f_{0}\right)}{f_{0}} \frac{f+f_{0}}{f}}, \\
|r|^{2} & \approx \frac{\left|Q_{0} \frac{\left(f-f_{0}\right)}{f_{0}}\right|^{2}}{1+\left|Q_{0} \frac{\left(f-f_{0}\right)}{f_{0}}\right|^{2}} \quad \text { for }\left(f-f_{0}\right) \ll f_{0} . \tag{11.20}
\end{align*}
$$

The total radiation efficiency can be expressed as

$$
\begin{align*}
e_{t o t} & =e_{r} e_{\mathrm{rad}} \\
e_{r}=1-|r|^{2} & \approx \frac{1}{1+\left|Q_{0} \frac{\left(f-f_{0}\right)}{f_{0}}\right|^{2}} \quad \text { for }\left(f-f_{0}\right) \ll f_{0}  \tag{11.21}\\
e_{\mathrm{rad}} & =\frac{R_{\mathrm{rad}}}{R_{\mathrm{rad}}+R_{L}}=\frac{Q_{0}}{Q_{\mathrm{int}}},
\end{align*}
$$

where $e_{\mathrm{rad}}$ is the radiation efficiency due to dissipation in $R_{L}$ and $e_{r}$ is the mismatch factor.

We see from (11.20) and (11.21) that $Q$ determines both the ohmic loss efficiency and the bandwidth of the mismatch factor. It would be convenient to define the bandwidth in terms of a specific value of $e_{r}$. We see that when

$$
\begin{equation*}
\frac{\left|f-f_{0}\right|}{f_{0}}=\frac{1}{Q_{0}} \tag{11.22}
\end{equation*}
$$

the input power reflection coefficient is 0.5 and the mismatch factor -3 dB . This means that the full bandwidth between the -3 dB values becomes

$$
\begin{equation*}
\frac{2 \Delta f}{f_{0}}=\frac{2}{Q_{0}} \tag{11.23}
\end{equation*}
$$

This may look like it does not agree with (11.13), but it does, because the resonator now has an external load equal to the internal load, so the $Q$ degrades by a factor 2 . If we introduce the radiation efficiency $e_{\mathrm{rad}}$ in (11.21) we get

$$
\begin{equation*}
\frac{2 \Delta f}{f_{0}} e_{\mathrm{rad}}=\frac{2}{Q_{\mathrm{int}}} \tag{11.24}
\end{equation*}
$$



Figure 11.6: The theoretical maximum available relative bandwidth between -3 dB points of a small antenna versus radius of smallest surrounding sphere $a$ for three different radiation efficiencies.

This means that the inverse intrinsic radiation $Q$, i.e., $1 / Q_{\mathrm{int}}$, in (11.16) represents a fundamental limitation on the bandwidth-efficiency product of a small single-resonance-type antenna. Therefore, if we reduce the efficiency by introducing losses, the bandwidth will increase in such a way that the bandwidth-efficiency product is constant. This means that we need to know both the bandwidth and efficiency of a small antenna in order to determine how close it is to the intrinsic size limitation.

The results are plotted in Fig. 11.6 for three values of the radiation efficiency $e_{\text {rad }}$. We see that antennas with low radiation efficiency have the potential of larger bandwidth, and visa versa. The simple approximate limitation formula in (11.24) is valid up to a radius of $a=0.2 \lambda$.

### 11.5.3 Wideband gradual-transition-type small antennas

Let us now consider the equivalent circuit in Fig. 11.7, which is the same as that in Fig. 11.5 but without any matching circuit. We will assume that this equivalent circuit is valid over such a wide and high frequency band that no matching network is required. In other words, we have been able to impedance match the antenna by gradually adjusting the antenna geometry so that the basic spherical TE or TM mode is excited, or both. Still, in this way we cannot remove the low frequency mismatch represented by the capacitance $C$, due to the fundamental or intrinsic limitations. Then, if we in the same way as in Section 11.3 use a characteristic impedance of the feed line of $Z_{0}=R_{\mathrm{rad}}+R_{L}$, we get the following input


Figure 11.7: Equivalent circuit for a small electric current antenna with a lower gradual radiation cut-off.


Figure 11.8: Illustration of mismatch factor with gradual radiation cut-off for the antenna in Fig. 11.7. The minimum available gradual radiation cut-off frequency $f_{\text {cut }}$ for the lossless curve is determined by (11.26) and related to the intrinsic radiation $Q$ in (11.15).
reflection coefficient and mismatch factor from (11.20) and (11.21)

$$
\begin{align*}
r & =\frac{Z_{\mathrm{in}}-Z_{0}}{Z_{\mathrm{in}}+Z_{0}}=\frac{\frac{1}{j \omega C}}{2\left(R_{\mathrm{rad}}+R_{L}\right)+\frac{1}{j \omega C}}, \quad|r|^{2}=\frac{\left|\frac{f_{0}}{2 f} Q_{0}\right|^{2}}{1+\left|\frac{f_{0}}{2 f} Q_{0}\right|^{2}},  \tag{11.25}\\
e_{r} & =1-|r|^{2}=\frac{1}{1+\left|\frac{f_{0}}{2 f} Q_{0}\right|^{2}} .
\end{align*}
$$

The radiation efficiency $e_{\text {rad }}$ due to dissipation in $R_{L}$ is the same as before. Note that we have kept the $Q$ in the expressions, even though we here do not deal with a resonance. This is convenient, because we are dealing with fundamental limitations that are expressed in terms of $Q$. Also, the intrinsic $Q \mathrm{~s}$ in (11.15) and (11.16) have the same $1 / f$ variation for large frequency as we get from the $Q_{0} f_{0} / f$ variation in (11.25), so the equivalent circuit should be quite good as a fundamental limitation at least for the lossless case.

We see that the frequency $f_{0}$ at which $Q_{0}=2$ in (11.25) plays the role of a gradual radiation cut-off frequency, at which the most of the available power radiates. To emphasize this
approach, let us introduce an intrinsic radiation cut-off frequency by setting $Q=2$ in (11.15). This gives

$$
\begin{equation*}
k a=1 \rightarrow \lambda_{\text {cut }}=2 \pi a, \quad f_{\text {cut }}=c / \lambda_{\text {cut }} \tag{11.26}
\end{equation*}
$$

where $c$ is the velocity of light. Using $e_{\mathrm{rad}}$ in (11.20) and (11.26), we can express the mismatch factor in (11.25) as

$$
\begin{equation*}
e_{r}=\frac{1}{1+\left|e_{\mathrm{rad}} f_{\mathrm{cut}} / f\right|^{2}} . \tag{11.27}
\end{equation*}
$$

$e_{r}$ in dB is plotted as a function of relative frequency $f / f_{\text {cut }}$ in Fig. 11.8. We see that in the lossless case the mismatch factor is -3 dB at the frequency of radiation cut-off. We see also that the apparent gradual cut-off change to lower frequency (i.e., improve) when the losses increase (mismatch factor decrease). The concept of gradual cut-off is known from electromagnetic field theory for spherical modes [33] and is also mentioned in [30]. The gradual cut-off from field equations for spherical TE and TM modes are studied in [33, Sec. 64]. Using this together with [33, Eq. (1-68)-(1-70)] we see that we can at a given radius define a gradual cut-off frequency at which the real and imaginary parts of the wave impedance are equal, corresponding to $Q=1$. This appears from the approximate figure in [33, Fig. 66] approximately when $k a=1$ which is in reasonable agreement with our equations. The discrepancy may be due to the fact that the $Q$ formula in (11.14) is approximate. Smaller discrepancy could be obtained by calculating more accurate $Q$ values using the spherical mode formulas in [33]. Thus, the gradual cut-off of the mismatch factor of gradual transition-type antennas is related to the gradual cut-off of spherical modes.

Practical examples of wideband gradual-transition-type antennas are Vivaldi antennas [42], self-grounded bowtie antennas [43]-[44], dual- and quad-ridge horn antennas [45], and spiral antennas [46].

### 11.5.4 Cascaded-resonances-type small antennas

In Section 11.3 it was shown that the bandwidth of a small antenna can be increased by introducing losses. This is in most applications not acceptable. A more acceptable way is to make use of multiple resonances that are spaced in frequency in such a way that a continuous frequency band is obtained. A typical example is the log-periodic dipole array [36]. A special log-periodic solution in which the radiation appears orthogonal to the log period is the "eleven antenna", consisting of two half wavelength spaced log-periodic folded dipole arrays located over a ground plane [37]. In this configuration the bandwidth is increased upwards by adding more resonant folded dipole pairs without affecting the antenna volume. The highest frequency limit depends mainly on manufacturing issues as the dipoles and their feed structure becomes very small. In principle, this technique for increasing bandwidth would also be desirable in smaller antennas. Therefore, we look into the limitations that apply to the cascading of several resonances logarithmically displaced in frequency.
We choose to simplify the study to series RLC resonance circuits connected in parallel ${ }^{12}$. The resonance frequencies are scaled by a factor $k$ in a log periodic manner as shown in Fig. 11.9. The $Q$ is equal for all resonators and the resistance is fixed to $50 \Omega$, which also is
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Figure 11.9: Illustration of cascaded parallel RLC resonance circuits log-periodically scaled in frequency to increase the bandwidth over which power is absorbed in the resistors and not reflected at the input. The resonance frequencies are log-periodically scaled with a factor $k$, and the $Q$ is the same for all resonators.
the system impedance. If the scaling factor is very large the antenna will obviously behave like a multiband antenna with the same number of bands as resonators. However, the scaling factor can be decreased to make a large continuous band as shown in Fig. 11.10. The optimum scaling factor depends on the requirement on the mismatch factor. The spacing between the resonances must be smaller for stricter impedance matching requirements.

The numerical study showed that the mismatch near the edges of the log-periodic array is different from centrally located resonators. Therefore, the increase of bandwidth is smaller than what would be expected, see Fig. 11.10. Only the bandwidth of the largest centrally located band is considered here. A summary of the bandwidths for different numbers of resonators and different scaling factors is found in [1]. The resistance in the resonators needs to be changed when the scaling factor is small. This can be understood by considering two extreme cases. If the scaling factor is large, the bands of different resonators will not affect each other so that the resistance in each resonator should be $50 \Omega$ for best matching. On the other hand, if the scaling factor equals 1 , the resonance frequencies will be the same for all resonators. The resistors will then be connected in parallel, and the optimum value will be $50 \Omega$ times the number of resonators. For choices of scaling factors between these two extremes, the resistance will be affected mostly by the closest resonators and will need to be increased a bit to enable matching to the $50 \Omega$ feed line. Such a detailed study goes beyond the scope of this section.

By assuming that each resonator has a relative bandwidth which is inversely proportional to its $Q$, and by equating the upper and lower frequency limits for two adjacent resonators, the scaling factor can be obtained as:

$$
\begin{equation*}
k=\frac{2 Q+\xi}{2 Q-\xi} \approx 1+\frac{\xi}{Q}, \tag{11.28}
\end{equation*}
$$

where $\xi$ is a constant which specifies the required overlap between the bandwidths of each resonator. It depends on the chosen requirement for the return loss and the smoothness of the mismatch factor curve. The simulations in [1] show that $\xi \approx 3.3$ when a -3 dB input reflection coefficient is required, $\xi \approx 2.1$ for -6 dB and $\xi \approx 1.6$ for -10 dB . This means that a good initial value for $k$ can be found from the $Q$ of the resonators, which can then be subject to further optimization. If the scaling factor is increased too much, the bandwidth will split in several subbands and thereby cause degradation in the continuous bandwidth. In practice, the scaling factor should be chosen slightly smaller than the initial value found from (11.28).


Figure 11.10: Input reflection coefficient and mismatch factor of the cascaded log-periodic resonator array in Fig. 11.9 for six resonators when $k=1.027$ and $Q=60$.

The concept of intrinsic $Q$ has also been found to work quite well for estimating limitations on cascaded-resonances-type antennas, when the resonances are spaced far away from each other [38]. By definition $Q$ is only valid for each single resonance. However, Fig. 11.11 shows that the $Q$ of a resonator (and thereby also the intrinsic $Q$ of a single-resonance-type antenna) determines the number of resonances needed to continuously cover a certain frequency band when designing cascaded-resonances-type antennas. Therefore, even if the intrinsic $Q$ is large, corresponding to very small antennas, the overall bandwidth can be made large by such cascading of log-periodically scaled resonant small antennas. $Q=30$ corresponds to a diameter of the smallest surrounding sphere of 0.1 wavelengths, and $Q=45$ corresponds to 0.09 wavelengths.

The intrinsic $Q$ will also determine the slope of the return loss and the mismatch factor at the lower and upper ends of the operational frequency band and the ripples within the band, as seen in Fig. 11.10. A larger $Q$ corresponds to larger slope and faster ripples.

### 11.5.5 Summary

The intrinsic radiation $Q$ is a fundamental limitation on the bandwidth-efficiency product of a single-resonance-type small antenna, more specifically on the achievable relative -3 dB bandwidth of the mismatch factor times the radiation efficiency. $Q=2$ corresponds to the lowest available gradual cut-off frequency, $f_{\text {cut }}=c /(2 \pi a)$, of a gradual-transition-type antenna, and this is the same as the value of the gradual cut-off of basic TE and TM spherical modes at which the stored energy is equal to the radiated energy. The intrinsic radiation $Q$ determines the number of resonances needed to cover a certain frequency band with a cascaded-resonances-type small antenna. All these three cases are summarized in Fig. 11.11. The antenna size is constant in the figure, given in terms of the $f_{\text {cut }}$. Thus, the figure illustrates the difference in maximum available bandwidth for single- and multiple-resonance type and gradual-transition type antennas with the same physical size, when they operate at different frequencies. Notice that the mismatch factor is -3 dB for the gradual-cut off case at $f=f_{\text {cut }}$.


Figure 11.11: Mismatch factor of different hypothetical antennas of equal physical size in terms of the radius $a$ of the smallest surrounding sphere, representing the maximum available bandwidth. The antennas are: A single resonant antenna resonant at $f / f_{\text {cut }}=1$, i.e., $Q=2$. A single resonant antenna resonant at $f / f_{0}=0.1$, i.e., $Q=10$. A gradual transition antenna with the lowest possible cut-off, $Q=2$. A cascaded resonance-type antenna with five resonances, $Q=2$ for each resonance and $k=2$. And, a cascaded resonance-type antenna with five resonances, $Q=10, k=1.2$.

Note that the $Q$ is determined by (11.13) if we know the bandwidth between the -3 dB points of the mismatch factor, and the relation to the size and radiation efficiency is given by (11.16) and (11.24). The mismatch factor varies quadratically with frequency around the resonance $f_{0}$. Therefore, if we want the bandwidth $B$ corresponding to $Q$ at another dB level $\left(e_{B}\right)_{\mathrm{dB}}$ of the mismatch factor $e_{B}$, we can use the relation

$$
\frac{\Delta f}{B}=\sqrt{\frac{-3 \mathrm{~dB}}{\left(e_{B}\right)_{\mathrm{dB}}}} .
$$

### 11.6 Complementary comments by S. Maci

Some authors define the quality factor by (11.14) rather than by (11.13), but its physical background is better illustrated by (11.14). There is also an alternative definition using either $Q=2 \omega_{0} W_{e} / P$ or $Q=2 \omega_{0} W_{m} / P$ for $W_{e}>W_{m}$ or $W_{m}>W_{e}$, respectively, where $W_{e}\left(W_{m}\right)$ is the average stored electric (magnetic) energy and $P$ is the total dissipated power of the resonator at the tuning frequency $\omega_{0}$. When dealing with antennas, the dissipated power is assumed to be the sum of ohmic losses in the antenna and radiated power. If this is replaced by the radiated power only, we get the minimum bound on $Q$, i.e., the intrinsic $Q$. Indeed, since $W_{e}=W_{m}$, the total energy is $2 W_{e}=2 W_{m}$ at a tuning frequency $\omega_{0}$.

The Chu limit in (11.15) can be found by using two assumptions. First, by assuming that the field outside the minimum sphere is equal to the dominant spherical $\mathrm{TM}_{01}\left(\mathrm{TE}_{01}\right)$ mode, i.e., the mode excited by an elementary electric (magnetic) dipole. Elementary dipoles are classical names of what herein is called incremental dipoles. This indeed implies the minimum reactive energy around the antenna. A further reduction of the intrinsic $Q$ by a factor 2 (see (11.12)) is obtained by exciting $\mathrm{TM}_{01}$ and $\mathrm{TE}_{02}$ modes simultaneously. This becomes a

Huygens source, but only for a specific phase and amplitude balance between the two sources. Second, by using that the energy inside the minimum sphere is zero. This assumption gives the minimum possible $Q$. Therefore, in order to arrive as close as possible to the Chu limit one can design an antenna which radiates almost zero field inside the minimum sphere, for instance by synthesizing equivalent currents on a small spherical surface [39].

The maximum directivity of an antenna is in [11] derived by a spherical wave expansion, giving rise to the simple formula

$$
D_{0_{\max }} \approx N^{2}+N
$$

where $N$ is the maximum radial index of significant spherical harmonics radiated by the antenna. For any source, this number is related to the minimum sphere. In fact, it can be seen that the $n$-indexed Hankel function (which is the radial constituent of the spherical harmonics) starts to decrease rapidly when its index $n$ surpasses the argument $k r$. Therefore, the $n$-indexed harmonics radiated by any source of radius $a$ with $n>k a$, contributes only to the reactive energy very close to the minimum sphere and they are not significant after moving just a fraction of wavelengths away from the surface of the minimum sphere. This gives

$$
D_{0_{\max }} \approx(k a)^{2}+k a
$$

The above expression is accurate for $k a>3$. Note that the dominant term of this expression when the radius $a$ is large, coincides with the one in (11.2).

The minimum sphere of a source is also related to the concept of degrees of freedom (DoF) of the field. This number can be defined as the sufficient and non-redundant number of samples of an electromagnetic field on a surface $S$ around the sources, from which one can fully reconstruct the field within a predetermined error margin. A general way to determine the DoF is based on the evaluation of the significant singular values of the radiation operator which maps the currents on a source boundary onto the field radiated on the observation domain. Since the singular values decrease exponentially after a certain critical value is reached, the number of DoF is practically independent of the required precision [40]-[41]. If the observer is at a certain small distance from the sphere, the DoF is equal to the number of significant TE/TM spherical harmonics radiated by any source inside a minimum sphere. By analogy with the Shannon theorem, the number of DoF can be seen as two times the surface of the minimum sphere in terms of half-wavelengths square; namely $N_{\text {DoF }}=2 \Sigma /(\lambda / 2)^{2}$, where $\Sigma$ is the surface of the minimum sphere, and the factor 2 arises from the need of representing the fields by two orthogonal polarizations. Comparing the last formula with the one of maximum directivity, it is also seen that the maximum directivity is approximately half the number of DoF of the field in the full space.
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## Chapter

## Appendices

## A Derivation of vector integral forms of E- and H-fields

We will here show how the vector integral forms of the E- and H -fields in Section 4.2 can be derived from the more common vector potentials $\mathbf{A}$ and $\mathbf{F}$. The magnetic vector potential is given as an integral over $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ by (4.22). The H -field can be found from $\mathbf{A}$ by using

$$
\begin{equation*}
\mathbf{H}_{A}=\iint_{\rho} d \mathbf{H}_{A} ; \quad d \mathbf{H}_{A}=(\nabla \times(\psi \mathbf{J})) d S^{\prime} \tag{A.1}
\end{equation*}
$$

Applying a known vector identity we can write (A.1) as

$$
\begin{equation*}
d \mathbf{H}_{A}=[(\nabla \psi) \times \mathbf{J}+\psi(\nabla \times \mathbf{J})] d S^{\prime} \tag{A.2}
\end{equation*}
$$

where the last term is zero because the differentiation is with respect to the unprimed observation coordinates, whereas the current is a function of the primed source coordinates only. Since $\psi$ is a scalar function of $R$, we get

$$
\begin{equation*}
\nabla \psi=\frac{d \psi}{d R} \hat{\mathbf{R}} ; \quad \frac{d \psi}{d R}=-\frac{j k R+1}{R} \psi=-j k\left[1+\frac{1}{j k R}\right] \psi \tag{A.3}
\end{equation*}
$$

which finally gives

$$
\begin{equation*}
d \mathbf{H}_{A}=(\mathbf{J} \times \hat{\mathbf{R}}) j k C_{N} \Psi d S^{\prime} ; \quad C_{N}=\left[1+\frac{1}{j k R}\right] \tag{A.4}
\end{equation*}
$$

The electric field is given by (4.25) with $\mathbf{F}=0$. This gives

$$
\begin{equation*}
d \mathbf{E}_{A}=-j \omega \mu \psi \mathbf{J} d S^{\prime}-j \frac{1}{\omega \varepsilon} \nabla[\nabla \cdot(\psi \mathbf{J})] d S^{\prime} \tag{A.5}
\end{equation*}
$$

By using a known vector identity we can develop the second term further to get

$$
\begin{equation*}
\nabla[\nabla \cdot(\psi \mathbf{J})]=\nabla[\mathbf{J} \cdot((\nabla \psi)+\psi(\nabla \mathbf{J}))] \tag{A.6}
\end{equation*}
$$

The last term is zero because the differentiation is with respect to the observation coordinates whereas the current is a function of the source coordinates only. Further, by using (A.3) we get

$$
\begin{equation*}
\nabla[\nabla \cdot(\psi \mathbf{J})]=\nabla\left[\mathbf{J} \cdot \frac{\partial \psi}{\partial R} \hat{\mathbf{R}}\right]=\nabla\left[J_{R} \frac{\partial \psi}{\partial R}\right]=\nabla\left(J_{R}\right) \frac{\partial \psi}{\partial R}+J_{R} \nabla\left(\frac{\partial \psi}{\partial R}\right) \tag{A.7}
\end{equation*}
$$

where $J_{R}=\mathbf{J} \cdot \hat{\mathbf{R}}$. The gradient to $\mathbf{J} \cdot \hat{\mathbf{R}}$ shall be evaluated by differentiation with respect to the observation point coordinates. Therefore,

$$
\begin{equation*}
\nabla(\mathbf{J} \cdot \hat{\mathbf{R}})=\mathbf{J} \cdot(\nabla \hat{\mathbf{R}})=\mathbf{J} \cdot\left(\nabla \frac{1}{R} \mathbf{R}\right) \tag{A.8}
\end{equation*}
$$

By using another known vector identity we get

$$
\begin{equation*}
\nabla\left(\frac{1}{R} \mathbf{R}\right)=\frac{1}{R} \nabla \mathbf{R}+\mathbf{R} \nabla\left(\frac{1}{R}\right)=\frac{1}{R}(\hat{\mathbf{x}} \hat{\mathbf{x}}+\hat{\mathbf{y}} \hat{\mathbf{y}}+\hat{\mathbf{z}} \hat{\mathbf{z}})+\mathbf{R}\left(-\frac{1}{R^{2}}\right) \hat{\mathbf{R}} \tag{A.9}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\nabla(\mathbf{J} \cdot \hat{\mathbf{R}})=\frac{1}{R}[\mathbf{J}-(\mathbf{J} \cdot \hat{\mathbf{R}}) \hat{\mathbf{R}}] . \tag{A.10}
\end{equation*}
$$

Furthermore, we need

$$
\begin{equation*}
\nabla \frac{\partial \psi}{\partial R}=\frac{\partial^{2} \psi}{\partial R^{2}} \hat{\mathbf{R}}=-k^{2}\left[1+\frac{2}{j k R}-\frac{2}{(k R)^{2}}\right] \psi \hat{\mathbf{R}} . \tag{A.11}
\end{equation*}
$$

Inserting (A.10) and (A.11) in (A.7) and using $-j \omega \mu=-j k^{2} /(\omega \varepsilon)$ finally gives

$$
\begin{equation*}
d \mathbf{E}_{A}=-j \eta k\left\{\mathbf{J} C_{N_{1}}-(\mathbf{J} \cdot \hat{\mathbf{R}}) \hat{\mathbf{R}} C_{N_{2}}\right\} \psi d S^{\prime} \tag{A.12}
\end{equation*}
$$

with

$$
C_{N_{1}}=\left[1+\frac{1}{j k R}-\frac{1}{(k R)^{2}}\right], \quad C_{N_{2}}=\left[1+\frac{3}{j k R}-\frac{3}{(k R)^{2}}\right]
$$

## B Useful Series Expansions and Integrals

$$
\begin{array}{cc}
\frac{1}{1+x} \approx 1-x+x^{2} & \text { when } x \ll 1, \\
\frac{1+x}{1-x} \approx 1+2 x+2 x^{2} & \text { when } x \ll 1, \\
e^{x} \approx 1+x+\frac{1}{2} x^{2} & \text { when } x \ll 1, \\
e^{-j k \Delta} \approx 1-j k \Delta-\frac{1}{2}(k \Delta)^{2} & \text { when } k \Delta \ll 1, \\
\ln (1+x)=x-\frac{1}{2} x^{2} & \text { when } x \ll 1, \\
\log (1+x)=(\log e) \ln (1+x)=\log e\left(x-\frac{1}{2} x^{2}\right) \quad \text { when } x \ll 1, \\
\sqrt{z^{2}+\Delta^{2}} \approx z+\frac{1}{2} \frac{\Delta^{2}}{z} & \text { when } \Delta^{2} \ll z^{2}, \tag{B.19}
\end{array}
$$

$$
\begin{equation*}
10^{x}=e^{x \ln 10} \approx(1+x \ln 10) \quad \text { when } x \ll 1 / \ln 10=0.43 \tag{B.20}
\end{equation*}
$$

$A=10^{A_{\mathrm{dB}} / 10}=e^{A_{\mathrm{dB}}(\ln 10) / 10} \approx\left(1+A_{\mathrm{dB}} \ln 10 / 10\right) \approx\left(1+0.23 A_{\mathrm{dB}}\right)$, when $A_{\mathrm{dB}} \ll 4.3$,

$$
\begin{gather*}
\int \sin \theta d \theta=\cos \theta+C  \tag{B.22}\\
\int \cos \theta d \theta=-\sin \theta+C  \tag{B.23}\\
\int e^{\alpha x} \sin (\beta x+\gamma) d x=e^{\alpha x} \frac{1}{\alpha^{2}+\beta^{2}}[\alpha \sin (\beta x+\gamma)-\beta \cos (\beta x+\gamma)] \tag{B.24}
\end{gather*}
$$

## C Coordinate transformations

We often need to transform between rectangular and spherical coordinate systems. The following relations between their unit vectors must then be used:

$$
\begin{align*}
\hat{\mathbf{x}} & =\sin \theta \cos \varphi \hat{\mathbf{r}}+\cos \theta \cos \varphi \hat{\boldsymbol{\theta}}-\sin \varphi \hat{\boldsymbol{\varphi}}, \\
\hat{\mathbf{y}} & =\sin \theta \sin \varphi \hat{\mathbf{r}}+\cos \theta \sin \varphi \hat{\boldsymbol{\theta}}+\cos \varphi \hat{\boldsymbol{\varphi}},  \tag{C.25}\\
\hat{\mathbf{z}} & =\cos \theta \hat{\mathbf{r}}-\sin \theta \hat{\boldsymbol{\theta}}, \\
\hat{\mathbf{r}} & =\sin \theta \cos \varphi \hat{\mathbf{x}}+\sin \theta \sin \varphi \hat{\mathbf{y}}+\cos \theta \hat{\mathbf{z}}, \\
\hat{\boldsymbol{\theta}} & =\cos \theta \cos \varphi \hat{\mathbf{x}}+\cos \theta \sin \varphi \hat{\mathbf{y}}-\sin \theta \hat{\mathbf{z}},  \tag{C.26}\\
\hat{\boldsymbol{\varphi}} & =-\sin \varphi \hat{\mathbf{x}}+\cos \varphi \hat{\mathbf{y}} .
\end{align*}
$$

The following cross-products are useful:

$$
\begin{align*}
& \hat{\mathbf{x}} \times \hat{\mathbf{r}}=-\sin \varphi \hat{\boldsymbol{\theta}}-\cos \theta \cos \varphi \hat{\boldsymbol{\varphi}} \\
& \hat{\mathbf{y}} \times \hat{\mathbf{r}}=\cos \varphi \hat{\boldsymbol{\theta}}-\cos \theta \sin \varphi \hat{\boldsymbol{\varphi}}  \tag{C.27}\\
& \hat{\mathbf{z}} \times \hat{\mathbf{r}}=\sin \theta \hat{\boldsymbol{\varphi}}
\end{align*}
$$

## D Useful material parameters

See Table D.1, D. 2 and D.3.

Table D.1: Values in free space [1].

| Symbol | Name | Value in free space |
| :---: | :---: | :---: |
| $\eta$ | Free space impedance | $376.7303 \Omega \approx 120 \pi \Omega$ |
| $c$ | Velocity of EM waves | $2.99792458 \times 10^{8} \mathrm{~m} / \mathrm{sec}$ |

Table D.2: Relative permittivity $\varepsilon_{r}^{\prime}-j \varepsilon_{r}^{\prime \prime}=\varepsilon_{r}^{\prime}[1-j \tan \delta]$ of some dielectric materials. $\varepsilon_{r}^{\prime \prime}$ is called the dielectric dissipation factor, $\delta$ the loss angle, and $\tan \delta$ the loss tangent [2].

| Frequency [GHz] | $\mathbf{0 . 1}$ | $\mathbf{0 . 1}$ | $\mathbf{3 .}$ | $\mathbf{3 .}$ | $\mathbf{2 5 .}$ | $\mathbf{2 5 .}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Material / Parameter | $\varepsilon_{r}{ }^{\prime}$ | $\boldsymbol{\operatorname { t a n } \delta}$ | $\varepsilon_{r}{ }^{\prime}$ | $\boldsymbol{\operatorname { t a n }} \boldsymbol{\delta}$ | $\varepsilon_{r}{ }^{\prime}$ | $\boldsymbol{\operatorname { t a n } \boldsymbol { \delta }}$ |
| Quarts glass (silicon dioxide) | 3.78 | .0002 | 3.78 | .00006 | 3.78 | .00025 |
| Polystyrene | 2.55 | .0001 | 2.55 | .00033 | 2.54 | .0012 |
| Polystyrene foam (0.25\% filler) | 1.03 | - | 1.03 | .0001 | 1.03 | - |
| Magnesium titanat (ceramics) | 13.9 | .0005 | 13.8 | .0017 | 13.7 | .0065 |
| Teflon | 2.1 | .0002 | 2.1 | .00015 | 2.08 | .0006 |

Table D.3: Resistivity in $\Omega \mathrm{cm} \times 10^{-6}$ and skin depth of some conducting materials at room temperature. The conductivity is one over the resistivity.

| Material |  | Resistivity | $\mathbf{1 0 0} \mathbf{M H z}$ | $\mathbf{1} \mathbf{G H z}$ |
| :--- | :---: | :---: | :---: | :---: |
| $\mathbf{1 0} \mathbf{G H z}$ |  |  |  |  |
| Aluminium | 2.62 | $8 \mu \mathrm{~m}$ | $2.6 \mu \mathrm{~m}$ | $0.8 \mu \mathrm{~m}$ |
| Copper | 1.7241 | $6.6 \mu \mathrm{~m}$ | $2.1 \mu \mathrm{~m}$ | $0.7 \mu \mathrm{~m}$ |
| Gold | 2.44 | $7.9 \mu \mathrm{~m}$ | $2.5 \mu \mathrm{~m}$ | $0.8 \mu \mathrm{~m}$ |
| Iron | 9.71 | $15.7 \mu \mathrm{~m}$ | $5.0 \mu \mathrm{~m}$ | $1.6 \mu \mathrm{~m}$ |
| Silver | 1.62 | $6.4 \mu \mathrm{~m}$ | $2.0 \mu \mathrm{~m}$ | $0.6 \mu \mathrm{~m}$ |
| Steel (different kinds) | $13-90$ | $18-48 \mu \mathrm{~m}$ | $5.7-15.2 \mu \mathrm{~m}$ | $1.8-4.8 \mu \mathrm{~m}$ |

## E Bessel functions

The following integrals can be expressed in terms of the Bessel functions $J_{0}, J_{1}$ and $J_{2}$ of first kind, and where the index denote the zeroth, first and second order:

$$
\begin{aligned}
\int_{0}^{2 \pi} e^{j a \cos \left(\varphi-\varphi_{0}\right)} d \varphi & =2 \pi J_{0}(a) \\
\int_{0}^{2 \pi} e^{-j \varphi} e^{j a \cos \left(\varphi-\varphi_{0}\right)} d \varphi & =2 \pi j e^{-j \varphi_{0}} J_{1}(a) \\
\int_{0}^{2 \pi} e^{-j 2 \varphi} e^{j a \cos \left(\varphi-\varphi_{0}\right)} d \varphi & =-2 \pi e^{-j 2 \varphi_{0}} J_{2}(a) .
\end{aligned}
$$

## F Equivalent circuits of two-port circuits

A general two-port circuit is shown in Fig. F.1. The circuit itself is of no interest to us, the only thing that is interesting is how the circuit responds to external sources and loads. Thus, the two-port is viewed as a "black box" and we deal only with the voltages and currents at the ports.

Generally we can write relations between the voltages and currents in matrix form as:

$$
\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{l}
Y_{1} \\
Y_{2}
\end{array}\right],
$$



Figure F.1: Port voltages and currents for a two-port circuit.
where $X$ and $Y$ represent any of the voltages or currents $\left(V_{1}, V_{2}, I_{1}\right.$ and $\left.I_{2}\right)$.
The matrix elements can be determined by using the relation:

$$
A_{i j}=\left.\frac{X_{i}}{Y_{j}}\right|_{Y_{k \neq j, k=1,2}=0}
$$

It can be shown that we can write down six different matrix relations for the two-port circuit in Fig. F.1. Often only three of the six possible representations are used and consequently we restrict ourselves to these three representations. The representations that we will use are the impedance, admittance and the chain parameters. We will also consider another way to describe two-ports which is not based on the total voltages and currents but rather on the scattering of waves in the ports, i.e., the scattering parameters.

## F. 1 The impedance parameters for a two-port

The impedance parameters for a two-port are defined as:

$$
\left[\begin{array}{l}
V_{1} \\
V_{2}
\end{array}\right]=\left[\begin{array}{ll}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{array}\right]\left[\begin{array}{c}
I_{1} \\
I_{2}
\end{array}\right] \text {, i.e., }[V]=[Z][I] \text {. }
$$

From the matrix relation we obtain the equivalent circuit in Fig. F.2(a).
For a reciprocal two-port (most passive, linear circuits are reciprocal, but not if they contain a magnetised material such as RF circulators) the $Z$-matrix is symmetrical, i.e., $Z_{12}=Z_{21}$ (the transpose of the $Z$-matrix is equal to the matrix itself). Thus, for a reciprocal circuit it is sufficient to describe the circuit with only three impedance elements, Fig. F.2(b).

It is convenient to use the $Z$-matrix representation when two two-port circuits are connected in series, Fig. F.2(c).

For the series connection in Fig. F.2(c) the resulting $Z$-matrix is given by simple matrix addition, i.e., $[Z]=\left[Z_{A}\right]+\left[Z_{B}\right]$.

## F. 2 The admittance parameters for a two-port

The admittance parameters for a two-port are defined as:

$$
\left[\begin{array}{l}
I_{1} \\
I_{2}
\end{array}\right]=\left[\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right]\left[\begin{array}{l}
V_{1} \\
V_{2}
\end{array}\right] \text {, i.e., }[I]=[Y][V] \text {. }
$$



Figure F.2: (a) Equivalent circuit for a two-port described by its $Z$-matrix. (b) Circuit representation for a reciprocal two-port, T-network. (c) Series connection of two two-ports.

(a)

(b)

(c)

Figure F.3: (a) Equivalent circuit for a two-port described by its $Y$-matrix. (b) Circuit representation for a reciprocal two-port, $\pi$-network. (c) Parallel connection of two two-ports.


Figure F.4: Cascade connection of two two-ports.

From the matrix relation we obtain the equivalent circuit in Fig. F.3(a).
For a reciprocal two-port the $Y$-matrix is symmetrical, i.e., $Y_{12}=Y_{21}$. Thus, for a reciprocal circuit it is sufficient to describe the circuit with only three admittance elements, see Fig. F.3(b).

It is convenient to use the $Y$-matrix representation when two two-port circuits are connected in parallel, see Fig. F.3(c). The resulting $Y$-matrix is given by simple matrix addition, i.e., $[Y]=\left[Y_{A}\right]+\left[Y_{B}\right]$.

## F. 3 The chain parameters for a two-port

The chain parameters for a two-port are defined as:

$$
\left[\begin{array}{c}
V_{1} \\
I_{1}
\end{array}\right]=\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]\left[\begin{array}{c}
V_{2} \\
-I_{2}
\end{array}\right] \text {, i.e., }\left[X_{1}\right]=[T]\left[X_{2}\right] .
$$

Note the minus sign for the current $I_{2}$.
There exists no equivalent circuit representation for the chain parameters.
For a reciprocal two-port the elements in the T-matrix fulfill the following relation: $A D-B C=$ 1 (i.e., the determinant equals unity). For the special case of a reciprocal two-port the inverse T-matrix will have a simple form and therefore we can express the output quantities in terms of the input quantities in the following simple way:

$$
\left[\begin{array}{c}
V_{2} \\
-I_{2}
\end{array}\right]=\left[\begin{array}{cc}
D & -B \\
-C & A
\end{array}\right]\left[\begin{array}{c}
V_{1} \\
I_{1}
\end{array}\right] .
$$

It is convenient to use the T-matrix representation when two two-ports are connected in cascade, Fig. F.4.

For the cascade connection in Fig. F. 4 the resulting T-matrix is given by simple matrix multiplication, i.e., $[T]=\left[T_{A}\right]\left[T_{B}\right]$.

## F. 4 The scattering parameters for a two-port

The scattering parameters are not defined in terms of the total voltages and currents shown in Fig. F. 1 and consequently not one of the six possible representations mentioned before. The scattering parameters are defined in terms of transmitted and reflected waves at the


Figure F.5: Transmitted and reflected waves used for the definition of the scattering parameters.
ports, Fig. F.5. The scattering parameters are included here since when measuring the characteristics of a two-port (or $N$-port), a network analyzer is often used and the analyzer is designed for measuring the scattering parameters.

The scattering parameters for a two-port are defined as:

$$
\left[\begin{array}{l}
V_{1}^{-} \\
V_{2}^{-}
\end{array}\right]=\left[\begin{array}{ll}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{array}\right]\left[\begin{array}{c}
V_{1}^{+} \\
V_{2}^{+}
\end{array}\right] \text {, i.e., }\left[V^{-}\right]=[S]\left[V^{+}\right] .
$$

The total voltage at a port is equal to the sum of the amplitudes of the transmitted and reflected waves, and similarly for the currents, thus:

$$
\left\{\begin{array}{rl}
V_{i} & =V_{i}^{+}+V_{i}^{-} \\
I_{i} & =I_{i}^{+}-I_{i}^{-}
\end{array},\right.
$$

where, for a two-port, $i=1 \ldots 2$ and the minus sign for the current is due to the reference directions. If we assume the impedance in the measuring system connected to the two-port is the same on both sides of the two-port and equal to $Z_{0}$, the following relations between current amplitudes and voltage amplitudes are obtained:

$$
\left\{\begin{array}{l}
I_{i}^{+}=\frac{V_{i}^{+}}{Z_{0}} \\
I_{i}^{-}=\frac{V_{i}^{-}}{Z_{0}}
\end{array} \rightarrow I_{i}=\frac{1}{Z_{0}}\left(V_{i}^{+}-V_{i}^{-}\right) .\right.
$$

Normally the impedance $Z_{0}$ is equal to $50 \Omega$.
Using the above expressions we can now obtain the following relations between the scattering parameters and the impedance parameters:

$$
\begin{aligned}
{[S] } & =\left([Z]+Z_{0}[U]\right)^{-1}\left([Z]-Z_{0}[U]\right), \\
{[Z] } & =Z_{0}([U]+[S])([U]-[S])^{-1},
\end{aligned}
$$

where $[U]$ is the identity matrix and $(\ldots)^{-1}$ means matrix inversion.

## F. 5 Extension to $N$-ports

When dealing with $N$-ports we are here only interested in $N$-ports with an equal number of input and output ports, i.e., $N$-ports with an even number of ports. Thus, we consider $N$-ports with $2 M$ ports, where $M$ is an integer number.

In order to distinguish between the input and output ports we start the numbering with the input ports, i.e., the input ports will have numbers ranging from 1 to $M$ and the output


Figure F.6: $N$-port with 2 M ports.
ports numbers from $M+1$ to $2 M$. It should be noted that the ports are often connected unsymmetrically, e.g., the lower nodes of the ports are connected to a common point (the ground point).

As for the special case of a two-port we can write down the relations between the port voltages and currents in matrix form, the only difference is that the dimension of the matrix will now be $N$ by $N$.

$$
\left[\begin{array}{c}
X_{1} \\
X_{2} \\
\ldots \\
X_{N}
\end{array}\right]=\left[\begin{array}{cccc}
A_{11} & A_{12} & \ldots & A_{1 N} \\
A_{21} & A_{22} & \ldots & A_{2 N} \\
\ldots & \ldots & \ldots & \ldots \\
A_{N_{1}} & A_{N_{2}} & \ldots & A_{N N}
\end{array}\right]\left[\begin{array}{c}
Y_{1} \\
Y_{2} \\
\ldots \\
Y_{N}
\end{array}\right]
$$

where $X$ and $Y$ represent any of the port voltages or currents.

The matrix elements can be determined by using the relation:

$$
A_{i j}=\left.\frac{X_{i}}{Y_{j}}\right|_{Y_{k \neq j, k=1, \ldots N=0}}
$$

As is clear from the matrix relation above we have many different possibilities to represent an $N$-port. However, as for the special case of two-ports we also for this case restrict the number of representations to three, the impedance, admittance and the chain parameters.

## F. 6 The impedance parameters for an $N$-port

The impedance parameters for an $N$-port with $2 M$ ports are defined as:

$$
\begin{aligned}
& {\left[\begin{array}{c}
V_{1} \\
V_{2} \\
\ldots \\
V_{2 M}
\end{array}\right]=\left[\begin{array}{cccc}
Z_{11} & Z_{12} & \ldots & Z_{12 M} \\
Z_{21} & Z_{22} & \ldots & Z_{22 M} \\
\ldots & \ldots & \ldots & \ldots \\
Z_{2 M 1} & Z_{2 M 2} & \ldots & Z_{2 M 2 M}
\end{array}\right]\left[\begin{array}{c}
I_{1} \\
I_{2} \\
\ldots \\
I_{2 M}
\end{array}\right],} \\
& \text { i.e., }\left[\begin{array}{l}
{\left[V_{1}\right]} \\
{\left[V_{2}\right]}
\end{array}\right]=\left[\begin{array}{ll}
{\left[Z_{11}\right]} & {\left[Z_{12}\right]} \\
{\left[Z_{21}\right]} & {\left[Z_{22}\right]}
\end{array}\right]\left[\begin{array}{c}
{\left[I_{1}\right]} \\
{\left[I_{2}\right]}
\end{array}\right] \text {, } \\
& \text { where }\left[V_{1}\right]=\left[\begin{array}{llll}
V_{1} & V_{2} & \ldots & V_{M}
\end{array}\right]^{T}, \quad\left[I_{1}\right]=\left[\begin{array}{llll}
I_{1} & I_{2} & \ldots & I_{M}
\end{array}\right]^{T} \text {, } \\
& {\left[V_{2}\right]=\left[\begin{array}{llll}
V_{M+1} & V_{M+2} & \ldots & V_{2 M}
\end{array}\right]^{T}, \quad\left[I_{2}\right]=\left[\begin{array}{llll}
I_{M+1} & I_{M+2} & \ldots & I_{2 M}
\end{array}\right]^{T},}
\end{aligned}
$$

for a reciprocal $N$-port the $Z$-matrix is symmetrical, i.e., $Z_{i j}=Z_{j i}$.

The impedance parameters are convenient to use when two $N$-ports are connected in series. For the series connection the resulting $Z$-matrix is given by matrix addition, i.e., $[Z]=$ $\left[Z_{A}\right]+\left[Z_{B}\right]$.

## F. 7 The admittance parameters for an $N$-port

The admittance parameters for an $N$-port with $2 M$ ports are defined as:

$$
\begin{aligned}
& {\left[\begin{array}{c}
I_{1} \\
I_{2} \\
\ldots \\
I_{2 M}
\end{array}\right]=\left[\begin{array}{cccc}
Y_{11} & Y_{12} & \ldots & Y_{12 M} \\
Y_{21} & Y_{22} & \ldots & Y_{22 M} \\
\ldots & \ldots & \ldots & \ldots \\
Y_{2 M 1} & Y_{2 M 2} & \ldots & Y_{2 M 2 M}
\end{array}\right]\left[\begin{array}{c}
V_{1} \\
V_{2} \\
\ldots \\
V_{2 M}
\end{array}\right],} \\
& \text { i.e., }\left[\begin{array}{l}
{\left[I_{1}\right]} \\
{\left[I_{2}\right]}
\end{array}\right]=\left[\begin{array}{ll}
{\left[Y_{11}\right]} & {\left[Y_{12}\right]} \\
{\left[Y_{21}\right]} & {\left[Y_{22}\right]}
\end{array}\right]\left[\begin{array}{l}
{\left[V_{1}\right]} \\
{\left[V_{2}\right]}
\end{array}\right] \text {, } \\
& \text { where }\left[V_{1}\right]=\left[\begin{array}{llll}
V_{1} & V_{2} & \ldots & V_{M}
\end{array}\right]^{T}, \quad\left[I_{1}\right]=\left[\begin{array}{llll}
I_{1} & I_{2} & \ldots & I_{M}
\end{array}\right]^{T} \text {, } \\
& {\left[V_{2}\right]=\left[\begin{array}{llll}
V_{M+1} & V_{M+2} & \ldots & V_{2 M}
\end{array}\right]^{T}, \quad\left[I_{2}\right]=\left[\begin{array}{llll}
I_{M+1} & I_{M+2} & \ldots & I_{2 M}
\end{array}\right]^{T} .}
\end{aligned}
$$

For a reciprocal $N$-port the $Y$-matrix is symmetrical, i.e., $Y_{i j}=Y_{j i}$.

The admittance parameters are convenient to use when two $N$-ports are connected in parallel. For the parallel connection the resulting $Y$-matrix is given by matrix addition, i.e., $[Y]=$ $\left[Y_{A}\right]+\left[Y_{B}\right]$.

## F. 8 The chain parameters for an $N$-port

The chain parameters for an $N$-port with $2 M$ ports are defined as:

$$
\begin{aligned}
& {\left[\begin{array}{c}
V_{1} \\
V_{2} \\
\ldots \\
I_{M-1} \\
I_{M}
\end{array}\right] }=\left[\begin{array}{ccccc}
T_{11} & T_{12} & \ldots & \ldots & T_{12 M} \\
T_{21} & T_{22} & \ldots & \ldots & T_{22 M} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
T_{2 M 1} & T_{2 M 2} & \ldots & \ldots & T_{2 M 2 M}
\end{array}\right]\left[\begin{array}{c}
V_{M+1} \\
V_{M+2} \\
\ldots \\
-I_{2 M-1} \\
-I_{2 M}
\end{array}\right], \\
& \text { i.e., }\left[\begin{array}{c}
{\left[V_{1}\right]} \\
{\left[I_{1}\right]}
\end{array}\right]=\left[\begin{array}{ll}
{[A]} & {[B]} \\
{[C]} & {[D]}
\end{array}\right]\left[\begin{array}{c}
{\left[V_{2}\right]} \\
-\left[I_{2}\right]
\end{array}\right], \\
& \text { where }\left[V_{1}\right]=\left[\begin{array}{llll}
V_{1} & V_{2} & \ldots & V_{M}
\end{array}\right]^{T}, \\
& {\left[V_{2}\right] }=\left[\begin{array}{llll}
V_{M+1} & V_{M+2} & \ldots & V_{2 M}
\end{array}\right]^{T}, \quad\left[I_{1}\right]=\left[\begin{array}{llll}
I_{1} & I_{2} & \ldots & I_{M}
\end{array}\right]^{T}, \\
&\left.I_{2}\right]=\left[\begin{array}{llll}
I_{M+1} & I_{M+2} & \ldots & I_{2 M}
\end{array}\right]^{T} .
\end{aligned}
$$

The chain parameters are convenient to use when two $N$-ports are connected in cascade. For the cascade connection the resulting T-matrix is given by matrix multiplication, i.e., $[T]=\left[T_{A}\right]\left[T_{B}\right]$.

## F. 9 The scattering parameters for an $N$-port

The scattering parameters for an $N$-port with $2 M$ ports are defined as:

$$
\left[\begin{array}{c}
V_{1}^{-} \\
V_{2}^{-} \\
\ldots \\
V_{2 M}^{-}
\end{array}\right]=\left[\begin{array}{cccc}
S_{11} & S_{12} & \ldots & S_{12 M} \\
S_{21} & S_{22} & \ldots & S_{22 M} \\
\ldots & \ldots & \ldots & \ldots \\
S_{2 M 1} & S_{2 M 2} & \ldots & S_{2 M 2 M}
\end{array}\right]\left[\begin{array}{c}
V_{1}^{+} \\
V_{2}^{+} \\
\ldots \\
V_{2 M}^{+}
\end{array}\right] \text {, i.e., }\left[V^{-}\right]=[S]\left[V^{+}\right] \text {. }
$$

## F. 10 General relations between matrix representations

Relations between $Z$ \& $Y$

$$
\begin{aligned}
& {[Z]=[Y]^{-1},} \\
& {[Y]=[Z]^{-1}}
\end{aligned}
$$

In cases when matrix inversion is not possible the circuit cannot be represented in both ways.

## Relations between $Z \& T$

$$
\begin{aligned}
& {\left[\begin{array}{ll}
{\left[Z_{11}\right]} & {\left[Z_{12}\right]} \\
{\left[Z_{21}\right]} & {\left[Z_{22}\right]}
\end{array}\right]=\left[\begin{array}{cc}
{[A] \cdot[C]^{-1}} & \left([A] \cdot[C]^{-1} \cdot[D]-[B]\right) \\
{[C]^{-1}} & {[C]^{-1} \cdot[D]}
\end{array}\right],} \\
& {\left[\begin{array}{ll}
{[A]} & {[B]} \\
{[C]} & {[D]}
\end{array}\right]=\left[\begin{array}{cc}
{\left[Z_{11}\right] \cdot\left[Z_{21}\right]^{-1}} & \left(\left[Z_{11}\right] \cdot\left[Z_{21}\right]^{-1} \cdot\left[Z_{22}\right]-\left[Z_{12}\right]\right) \\
{\left[Z_{21}\right]^{-1}} & {\left[Z_{21}\right]^{-1} \cdot\left[Z_{22}\right]}
\end{array}\right] .}
\end{aligned}
$$

An equal number of input and output ports are assumed.

## Relations between $Y$ \& $T$

$$
\begin{aligned}
& {\left[\begin{array}{ll}
{\left[Y_{11}\right]} & {\left[Y_{12}\right]} \\
{\left[Y_{21}\right]} & {\left[Y_{22}\right]}
\end{array}\right]=\left[\begin{array}{cc}
{[D] \cdot[B]^{-1}} & \left([C]-[D] \cdot[B]^{-1} \cdot[A]\right) \\
-[B]^{-1} & {[B]^{-1} \cdot[A]}
\end{array}\right],} \\
& {\left[\begin{array}{cc}
{[A]} & {[B]} \\
{[C]} & {[D]}
\end{array}\right]=\left[\begin{array}{cc}
-\left[Y_{21}\right]^{-1} \cdot\left[Y_{22}\right] & -\left[Y_{21}\right]^{-1} \\
-\left(\left[Y_{11}\right] \cdot\left[Y_{21}\right]^{-1} \cdot\left[Y_{22}\right]-\left[Y_{21}\right]\right) & -\left[Y_{11}\right] \cdot\left[Y_{21}\right]^{-1}
\end{array}\right] .}
\end{aligned}
$$

An equal number of input and output ports are assumed.

## Relations between $Z$ \& $S$

$$
\begin{gathered}
{[Z]=Z_{0}([U]+[S])([U]-[S])^{-1},} \\
{[S]=\left([Z]+Z_{0}[U]\right)^{-1}\left([Z]-Z_{0}[U]\right),}
\end{gathered}
$$

where $[U]$ is the identity matrix and $Z_{0}$ is the impedance in the measuring system (usually $50 \Omega$ ).

## Relations between $Y$ \& $S$

$$
\begin{aligned}
{[Y] } & =\frac{1}{Z_{0}}([U]-[S])([U]+[S])^{-1}, \\
{[S] } & =\left([U]+Z_{0}[Y]\right)^{-1}\left([U]-Z_{0}[Y]\right),
\end{aligned}
$$

where $[U]$ is the identity matrix and $Z_{0}$ is the impedance in the measuring system (usually $50 \Omega$ ).
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multi-port, 4
multipath, 75
multipath environment, 75
multiple reflections, 322
mutual admittance, 150
mutual coupling coefficient, 150
mutual impedance, 148, 150, 159
near-field functions, 133
noise figure, 62
noise temperature, 59, 64
OFDM, 109, 112
omnidirectional antennas, 4
on axis, 42,44
open-circuit element pattern, 363
orthogonal frequency division multiplexing (OFDM), 109
parabolic cylinders, 326
paraboloidal reflector, 304
paraxial approximation, 250, 269, 273, 276, 282
PEC equivalent, 137, 232, 264
pencil-beam antennas, 4
penetration depth, 125
perfect electric conductor (PEC), 125, 126, 150
perfect magnetic conductor (PMC), 126, 150
permeability, 124
permittivity, 124
phase center, 42, 47, 55, 254, 288, 317
near-field, 253
phase efficiency, 255, 313, 318
phase paths, 9
phase reference point, $37,42,46$
phase velocity in free space, 23, 132
phase-fronts, 9
physical equivalent, 138
physical optics (PO), 139, 301
planar arrays, 352
array factor, 355
grating-lobes, 356
main lobe, 338
rectangular grid, 352
triangular grid, 352
PO approximation, 139, 301
PO integration, 301, 302, 326
PoD, 108
pointing direction, 44, 57
polarization, 23,24
circular, 26, 27, 39
co-polar, 23
cross-polar, 23, 28
cross-polar sidelobe, 44
efficiency, 28, 44, 56, 57, 360
horizontal (HOR), 24, 40
Ludwig's third definition, 39, 49, 144
relative cross-polar level, 44
relative level, 28
sidelobe efficiency, 312
unit vectors, 39
vertical (VER), 24, 40
polarization diversity in LOS, 116
polarization imbalance, 76
polarizer for generating circular polarization, 31
port impedance, 65
power, 22
power allocation
inverse, 113, 114
water-filling, 114, 115
power distribution network, 331
power gain, 56
power integral
aperture, 238
BOR1 antennas, 50
definition, 43, 45
linear array, 343
planar array, 358
rectangular aperture, 241
reflector antenna, 308
power, total radiated, 43, 238
Poynting vector, 22
probability of detection (PoD), 108
probe-fed patch, 211
Q-factor, 385
minimum radiation $\mathrm{Q}, 387$
quality factor, 104
radar equation, 59
radiating near-field region, 34
radiation admittance, 197
slot, 197
radiation cut-off, 391
radiation efficiency, 57, 62
radiation field function, see far-field function
radiation impedance, 65,178 dipole, 178
radiation integrals, 134
radiation intensity, 36
radiation pattern, 40
radiation resistance, 185, 196
half-wave dipole, 177
short dipole over ground, 185
slot, 196
radome, 63
Rayleigh fading, 76, 102
reaction, 146, 159
reaction integrals, 146
reactive near-field region, 34
receiver noise, 60
reciprocity, 35
relations, 146, 176
theorem, 146
rectangular plots, 40
reflection, 8
reflection coefficient, 57, 65, 69 transformation along line, 68
reflector antennas, 3, 233, 296, 311
axial displacements of feed, 318
Cassegrain, 311
equivalent focal length, 312
paraboloidal reflector, 304
reflector synthesis, 325
refraction, 8
relative permeability, 125
relative permittivity, 125
replacement relations between electric and magnetic currents, 135
return loss, 66
reverberation chamber, 75,99
Rice fading, 102
rich isotropic multipath (RIMP), 77
right-hand circular (RHC) polarization, 26
right-hand rule, 13
RIMP, 77
root-mean-square (RMS), 62, 319
rotationally symmetric antennas (Bodies of Revolution, BOR), 48

SC, 86, 89
scalar product, 12
scan blindness, 351
scan element pattern, 351
scan impedance, 347
scattering, 7
selection combining (SC), 86, 89
self-impedance, 149, 159
shaped reflectors, 325
shielding, 193
short wire antenna, 167
signal-to-noise ratio, 59, 75
simplification relations, 130
singular value decomposition (SVD), 95, 113
skin depth, 125
slot antennas, 3, 193, 200
longitudinal slots, 200
transverse slots, 200
small antennas
cascaded-resonance-type, 392
gradual-transition-type, 390
single-resonance-type, 388
SNR, 75
soft and hard boundary conditions, 128
soft surface, 128, 129, 279, 280, 285
Sommerfeld integral, 222, 260
source point singularity, 159, 180
spectral domain method, 6, 217
spherical waves, 265
spillover efficiency, 310, 312
standard gain horn, 42
directivity of, 277
strut blockage, 321
superdirectivity, 379
superposition, 135
surface normal, 297
surface waves, 280
SVD, 95, 113
symmetric product, 12
system noise temperature, 60
taper
aperture illumination, 250, 307, 314
feed illumination, 307, 314 general, 44
Thevenin equivalent, 66
thin wire approximation, $160,169,170,178$
threshold receiver, 107
time delay spread, 109
TIS, 107
tolerances, 62
total embedded radiation efficiency, 84
total isotropic sensitivity (TIS), 107
total radiation efficiency, 56, 62, 79, 103
transmission equations
Friis in free space, 59
Hill's in reverberation chamber, 103
transmission formula in multipath, 79
uniqueness theorem, 136
universal radiation pattern, 40, 246, 272, 275, 284, 285
BOR1 antenna, uniform illumination, 246
circular aperture, 247
conical horn, 284
corrugated conical horn, 285
linear array, uniform excitation, 336
rectangular aperture, 243
rectangular horn E-plane, 272
rectangular horn H-plane, 275
truncated Gaussian aperture, 251
UTD, 5, 8
uv-coordinates, $40,238,355,356$
vector integral forms of the E - and H -fields, 131
vector potential, 129
electric, 129
magnetic, 129
vertical (VER) polarization, 24
voltage, integral definition of, 148
wave impedance, 23, 132
wavelength, 23,131
wavenumber, 23
wire antennas, 3
zero-forcing (ZF), 95, 112
ZF, 95, 112
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[^0]:    ${ }^{1}$ This means regions where neighboring rays intersect.

[^1]:    ${ }^{1}$ For more information about radiation from current sources, see Chapter 4.

[^2]:    ${ }^{2}$ See any textbook on basic theory of time-harmonic electromagnetic fields, e.g., [1].

[^3]:    ${ }^{3} \mathrm{We}$ could also have chosen $\hat{\mathbf{x p}}=-\hat{\mathbf{x}}$ or more generally $\hat{\mathbf{x}} \mathbf{p}=e^{j \phi} \hat{\mathbf{x}}$ with $\phi$ on arbitrary phase.
    ${ }^{4}$ We could also here have chosen $\hat{\mathbf{x p}}=\hat{\mathbf{y}}$ or $\hat{\mathbf{x}} \hat{\mathbf{p}}=e^{j \phi} \hat{\mathbf{y}}$ in the same way as for the co-polar $y$-polarization.

[^4]:    ${ }^{5}$ There exist Matlab code for all figures of which the caption start with *.
    ${ }^{6}$ We could also have chosen $\hat{\mathbf{x p}}=(\hat{\mathbf{y}}-j \hat{\mathbf{x}}) / \sqrt{2}$ or (2.25) multiplied with any complex constant of unit amplitude.

[^5]:    ${ }^{7}$ This relation will be derived in Section 4.2.

[^6]:    ${ }^{8}$ Reciprocity will be studied further in Section 4.5.
    ${ }^{9}$ For more information see Section 2.6.1

[^7]:    ${ }^{10}$ See Section 4.2.2.

[^8]:    ${ }^{11}$ See Section 9.2.2 and Section 9.3.1.

[^9]:    ${ }^{12}$ See Section 2.5.3.

[^10]:    13 See Section 2.4.2.
    14 See Section 7.3.3.
    15 See Section 9.2.4.

[^11]:    ${ }^{16}$ See Section 2.4.3.

[^12]:    17 See Section 4.4.1.

[^13]:    18 See also Subsection 2.4.5 and *.

[^14]:    19 Phase differences between the E- and H-planes are also included in the Matlab code for Fig. 2.15.

[^15]:    20 For further information see Chapter 5.

[^16]:    ${ }^{21}$ Which was seen before in Section 2.5.1.
    ${ }^{22} \mathrm{RMS}=$ the square root of the mean square error from an ideal surface.

[^17]:    ${ }^{23}$ See Section 4.5.

[^18]:    ${ }^{24}$ A Matlab code exists, for calculation by both the exact and the approximate formulas.

[^19]:    ${ }^{25}$ This was already explained on page 3 and shown in Fig. 2.25

[^20]:    ${ }^{1}$ There exist Matlab code for all figures of which the caption start with *.

[^21]:    ${ }^{2}$ Definition of the far-field function is on page 35.
    ${ }^{3}$ Antenna impedance is defined on page 65.
    ${ }^{4}$ For impedance and reflection coefficient transformations, see page 68.

[^22]:    ${ }^{5}$ The directive and realized gains are defined in Section 2.3.9 and 2.5.1, respectively.
    ${ }^{6}$ The radiation efficiency and mismatch factor were already defined on page 56 .
    ${ }^{7}$ For instance, see Friis transmission equation on page 59.

[^23]:    ${ }^{8}$ This assumes that the far-field function, of a single embedded element is the same independent of its location in the array, see Section 10.1.1 and 10.3.1.

[^24]:    ${ }^{9}$ There is more about embedded and isolated element approaches in Chapter 11.
    10 There is more about embedded and isolated element approaches in Chapter 11.

[^25]:    ${ }^{11}$ For more information see also page 65.

[^26]:    ${ }^{12}$ See Section 11.3.2.

[^27]:    13 This correlation formula is only valid for quantities with a zero mean value, like the received voltages in RIMP.

[^28]:    14 CSI is known only on the receiving side in Frequency Division Duplex (FDD) systems, because the frequencies are different on uplink and downlink. It is in principle known on both sides in Time-Division Duplex (TDD) systems.

[^29]:    ${ }^{15}$ Isolated elements means that we do not consider mutual coupling in this analysis.

[^30]:    ${ }^{16}$ See Chapter 10.

[^31]:    ${ }^{17}$ The channel samples can, e.g., be measured in a reverberation chamber, see Section 3.7 , or they can be simulated as explained in Section 3.6.5.

[^32]:    18 There exist Matlab code for all figures of which the caption start with *.

[^33]:    ${ }^{19}$ This is valid if the modulation of the signal is allowed to change adaptively.

[^34]:    ${ }^{20}$ See $\S 3$ in the procedure in Section 3.4.3.

[^35]:    ${ }^{21}$ See Section 2.6.3.

[^36]:    ${ }^{22}$ See page 58.

[^37]:    ${ }^{23}$ It should be noted that here we have expressed the average power transfer function in terms of the average mode bandwidth $\Delta f$ rather than in terms of the quality factor $(\mathrm{Q})$ of the modes, which Hill used in [18]. The reason is that the formula for $\Delta f$ is much more compact, because the different $\Delta f$ contributions are additive, which Q contributions are not. Also, for specific chambers (at least loaded ones), the average mode bandwidth will not vary much with frequency, and therefore the value of $\Delta f$ characterizes the chamber better than Q , over a large frequency band.

[^38]:    ${ }^{24}$ For directive antennas longer distances will be needed in the main lobe direction.
    ${ }^{25}$ For non-directive antennas a spacing of half to one wavelengths is sufficient.
    26 A simplified procedure with only one antenna at the time in the chamber is described at the end of Section 3.6.4. However, this is not recommended when measuring multi-port antennas.

[^39]:    ${ }^{27}$ See Section 2.5.3.

[^40]:    ${ }^{28} \mathrm{RF}$ is an abbreviation for Radio Frequency.

[^41]:    ${ }^{29}$ The descriptors of the environment is overview in [28].

[^42]:    ${ }^{30}$ See Section 3.1.3.

[^43]:    31 The notation in (3.48) is in agreement with the common notation in MIMO literature, so we adopt it here even though it does not fit well to the common antenna theory notation. Thus, the vectors in (3.48) are linear matrices not representing geometrical positions in three-dimensional space.

[^44]:    ${ }^{32}$ Section 3.8.2 deals with modeling OFDM (frequency diversity).

[^45]:    33 According to the equivalent circuit in Fig. 2.22 where we have normalized to the case when the two polarizations are aligned.

[^46]:    ${ }^{34}$ See also the reference list of Chapter 6 about microstrip antennas.

[^47]:    ${ }^{1}$ Note that we never need the values of $\varepsilon_{0}$ and $\mu_{0}$ explicitly, because they will always in this text enter the equations via $\eta$ and $c$, see (4.29).
    ${ }^{2}$ Siemens $=1 / \Omega$.
    ${ }^{3}$ Note that $\eta=377 \Omega \approx 120 \pi \Omega$, which is a convenient form to use.
    ${ }^{4}$ Note that $\eta=377 \Omega \approx 120 \pi \Omega$, which is a convenient form to use.

[^48]:    ${ }^{5} \delta(\mathbf{r})=\delta(x, y, z)$ is the three-dimensional delta function.
    ${ }^{6}$ The uniqueness theorem can be found in Section 4.3 on page 136.
    ${ }^{7}$ Imaging can be found in Section 4.6 on page 150.
    ${ }^{8}$ For more details about imaging see again Section 4.6 on page 150 .

[^49]:    ${ }^{9}$ Standard boundary conditions can be found in Section 4.1.2 on page 125.
    ${ }^{10}$ See Section 8.5 on page 277.

[^50]:    ${ }^{11}$ See e.g., [7, Sec. 4-1].

[^51]:    ${ }^{12}$ See the continuity equation in (4.5).

[^52]:    ${ }^{13}$ We have written $\mathbf{H}_{M}$ instead of $\mathbf{H}_{M}(\mathbf{r}), \mathbf{J}$ instead of $\mathbf{J}\left(\mathbf{r}^{\prime}\right), \mathbf{R}$ instead of $\mathbf{R}\left(\mathbf{r}, \mathbf{r}^{\prime}\right), C_{N}$ instead of $C_{N}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ and so on.

[^53]:    ${ }^{14}$ For more information see Section 4.5.4 and Section 5.4.2.

[^54]:    15 The term replacement currents are specific for this book, but the concept is known and the equations given as (5a) and (5b) in [28]

[^55]:    ${ }^{16}$ For more information about $\mathrm{BOR}_{1}$ antennas, see Section 2.4.2.

[^56]:    ${ }^{17} \mathrm{BOR}_{0}$ antennas can be found in Section 2.4 .1 on page 48.

[^57]:    ${ }^{18} \mathrm{BOR}_{1}$ antennas can be found in Section 2.4.2 on page 49.
    ${ }^{19}$ See Section 4.4.4 on page 144.
    ${ }^{20}$ See Section 4.2.3 on page 134.

[^58]:    ${ }^{21}$ See Section 2.4.2 on page 49 for more information about $\mathrm{BOR}_{1}$ antennas.

[^59]:    ${ }^{22}$ More about this can be found in Section 2.6.1.

[^60]:    ${ }^{23}$ It will come more about this in the rest of this section.

[^61]:    ${ }^{24}$ See also Section 2.6.1 on page 2.6.1.
    ${ }^{25}$ For more information see Section 5.1.7 on page 178.
    ${ }^{26}$ More information can be found in Section 2.6.1 on page 65.
    ${ }^{27}$ This means $\hat{\mathbf{n}} \times \mathbf{E}=0$ for a PEC and $\hat{\mathbf{n}} \times \mathbf{H}=0$ for a PMC where $\hat{\mathbf{n}}$ is the normal to the image plane pointing into the source region.

[^62]:    ${ }^{28}$ Compare this with Eq. (4.37).

[^63]:    29 See Section 5.1.7, 5.4.2, and 6.2.
    30 This is also called test functions.

[^64]:    ${ }^{31}$ For more information see Section 6.3 on page 217.

[^65]:    ${ }^{32}$ We recognize (4.122) as originating from (4.22) and (4.24), and (4.123) as a finite difference approximation of the gradient of the scalar potential in (4.30) (4.31).

[^66]:    ${ }^{33}$ There exist Matlab code for all figures of which the caption start with *.

[^67]:    ${ }^{1}$ For more information, see Section 4.4.1.

[^68]:    ${ }^{2}$ See Section 4.6.

[^69]:    ${ }^{3}$ There exist Matlab code for all figures of which the caption start with *.

[^70]:    ${ }^{4}$ See Section 2.6.1.

[^71]:    ${ }^{5}$ See Section 4.5.3.

[^72]:    ${ }^{6}$ This was discussed in Section 5.1.2 on page 170.

[^73]:    ${ }^{7}$ Use the third reciprocity relation in Section 4.5.2 on page 146.

[^74]:    ${ }^{8}$ The image theory can be found in Section 4.6 on page 150.

[^75]:    ${ }^{9}$ It is recommended to do this as an exercise.

[^76]:    ${ }^{10}$ See Subsection 5.1.8.

[^77]:    11 Such as slots around a removable side of a box, or around the door of a chamber.
    12 See Fig. 10.3, "Examples of resonant, travelling wave and leaky wave linear waveguide slot antenna arrays.," on page 333 .

[^78]:    ${ }^{13}$ Note that here we have introduced a normalized magnetic current $\mathbf{m}$ representing the magnetic current distribution when $E_{0}=1$.
    ${ }^{14}$ See "Imaging" in Section 4.6 on page 150.

[^79]:    15 This is related to the corresponding conclusion for current excited antennas, see page 182 .
    16 According to Section 4.5.4 on page 149.

[^80]:    ${ }^{1}$ These are called the edge effects.

[^81]:    ${ }^{2}$ There exist Matlab code for all figures of which the caption start with *.

[^82]:    ${ }^{3}$ This is due to destructive interference.

[^83]:    ${ }^{4}$ See Section 4.5 . 4 on page 149.

[^84]:    ${ }^{5}$ This is when the two slot voltages are equal, i.e., $V_{1}=V_{2}$.

[^85]:    ${ }^{6}$ See Section 5.1.7 on page 178 and Section 5.1.13 on page 187.

[^86]:    ${ }^{7}$ For more information see Section 5.1 on page 167.
    ${ }^{8}$ See the discussion after (6.23).

[^87]:    ${ }^{9}$ This is indicated with superscript $p=$ plus.
    ${ }^{10}$ This is indicated with superscript $m=$ minus.
    ${ }^{11} \mathrm{MoM}$ is treated in Section 4.7 and we use the same notation here.

[^88]:    ${ }^{12}$ See Section 4.8.

[^89]:    ${ }^{1}$ For more information see Section 6.1.1 on page 208.

[^90]:    ${ }^{2}$ This can be found in step 4 in Section 7.1.1 on page 232.

[^91]:    ${ }^{3}$ This achieved by Schwarz inequality as used in Section 7.3.3.

[^92]:    ${ }^{4}$ There exist Matlab code for all figures of which the caption start with *.

[^93]:    ${ }^{5}$ See also Section 1.3.2.

[^94]:    ${ }^{1}$ There exist Matlab code for all figures of which the caption start with *.

[^95]:    ${ }^{2}$ See Section 7.5 on page 244.

[^96]:    ${ }^{3}$ The soft and hard boundary conditions are described in Section 4.1.4.

[^97]:    ${ }^{1}$ See Section 2.3.4.
    ${ }^{2}$ See Section 4.2.2.

[^98]:    3 The aperture in Section 9.1 .5 was defined by $\hat{\mathbf{z}}^{\prime}=\hat{\mathbf{z}}$ and by the location $\mathbf{r}_{0}=z_{a} \hat{\mathbf{z}}$ of its origin in the global coordinate system.

[^99]:    ${ }^{4}$ See the $\mathrm{BOR}_{1}$ relations in Eqs. (2.84)-(2.87) in Section 2.4.2.
    ${ }^{5}$ See also Eq. (7.44) to (7.49) in Section 7.5.1.

[^100]:    ${ }^{6}$ See the definition of scattering in Section 1.3.1.
    ${ }^{7}$ See the definition of scattering in Section 1.3.1.

[^101]:    ${ }^{8}$ See Section 2.5.2.

[^102]:    ${ }^{9}$ See Subsection 2.5.8.

[^103]:    10 There exist Matlab code for all figures of which the caption start with *.
    11 Shaped reflectors can also be used.

[^104]:    ${ }^{12}$ See Section 7.5.

[^105]:    ${ }^{13}$ UTD is defined in Section 1.5.
    ${ }^{14}$ Corrugated horns are treated in Section 8.9.

[^106]:    ${ }^{1}$ This formulation is correct if $\mathbf{G}(\hat{\mathbf{r}})$ is the embedded far-field function of an element, and all elements have identical embedded far-field functions. In practice this is the case for elements of large regular arrays, except for the outer two rows of elements.

[^107]:    ${ }^{2}$ There exist Matlab code for all figures of which the caption start with *.
    ${ }^{3}$ This corresponds to the phase at the geometrical center $\mathbf{r}_{c}$ of the array.

[^108]:    ${ }^{4}$ See Section 7.4.3.

[^109]:    ${ }^{5}$ It is given in Section 5.1.3.
    ${ }^{6}$ See Sections 7.3 and 7.4.
    ${ }^{7}$ For more information see Section 10.1.5.

[^110]:    ${ }^{8}$ See Section 7.4.

[^111]:    ${ }^{9}$ See Table 7.1 in Section 7.4.3.

[^112]:    10 See Section 5.1.2.
    11 See Section 4.5.

[^113]:    ${ }^{12}$ See the discussion at the end of Section 10.1.3.

[^114]:    ${ }^{13}$ We have not removed the inverse $\cos \theta$ factor by the substitution, because this varies slowly compared to the array factor.

[^115]:    ${ }^{1}$ See Section 3.3.3.

[^116]:    ${ }^{2}$ Backfire antennas make use of strong multiple reflections between one large and one small reflecting plate to increase directivity.
    ${ }^{3}$ They are making use of weaker multiple reflections between a paraboloidal reflector and its feed to increase the directivity.
    ${ }^{4}$ The eleven antenna consists in its simplest narrowband solution of two parallel dipoles over a small ground plane.

[^117]:    ${ }^{5}$ This is done digitally inside the signal processor, but it corresponds to changing the excitation.

[^118]:    ${ }^{6}$ Same as Eq. (3.8).
    ${ }^{7}$ See Section 11.4.
    8 This name was proposed in [8].
    ${ }^{9}$ This is due to the $\cos (\theta)$ projection of the aperture area.

[^119]:    ${ }^{10}$ This includes the source impedances on the excited ports.

[^120]:    ${ }^{11}$ According to (10.78).

[^121]:    12 Note we will neglect all kinds of mutual couplings between circuits, but the approach is still useful for understanding how cascaded-resonances-type antennas behave, which we can judge well after having experience with the practical design of several eleven antennas [37].

