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Preface

General part

I started to write this book in 1994 when I took over the teaching of the antenna course
at Chalmers University of Technology (Chalmers). That is 20 years ago now, and a lot of
developments have happened with the antenna technology during these years, as a result of
the digital revolution and the growth of the mobile wireless communications. My research
group has been a major front line player in this development, and my textbook has gradually
evolved together with the technological development. My intention is that it shall continue
to evolve in the years to come. There are more opportunities in the wireless revolution that
requires rethinking and reordering, and not the least cleaning up the terminology. This book
is the start of such a process.

The antenna engineer of today must know the basic antenna theories and principles in order
to find good and innovative initial antenna geometries, he or she must know the electromag-
netic (EM) simulation tools in order to verify the initial design, and he or she must know how
to optimize the antenna on system level in order to provide the best overall antenna solution.
The latter requires also some knowledge of propagation, signal processing, and communica-
tion and radar systems. Therefore, my textbook puts a lot of attention to the characterization
on system level. This has been done by introducing a reference environment for multipath,
referred to as Rich Isotropic MultiPath (RIMP) (Chapter 3). RIMP is a logical compliment
to the normal “free space” or anechoic reference environment (Chapter 2), which in prop-
agation terminology could be called a pure Line-Of-Sight (LOS environment. There is one
chapter associated with each of these reference environments. Chapter 3 naturally handles
MIMO arrays, i.e., the multi-port antenna arrays used in the digital mobile communications
systems. Such arrays link to the classical array antennas in Chapter 10 via the embedded
element far-field function, and the embedded element efficiency. The latter represents a fun-
damental limitation on gains of dense arrays and explains the classical element-gain paradoz
in classical arrays (Chapter 11).

When introducing new and modern material in a textbook, some traditional parts need to be
removed or compacted. I did this very early during the 20 years writing period, by building
up a new EM foundation for antenna theory based on radiation from incremental current
sources (Chapter 4). Note the term incremental. This send the right signals to the reader:
All radiation problems can be reduced to an integral or summation over the incremental
sources. To make this complete I decided to introduce the Huygens source, which is a
specific linear combination of an electric and magnetic current. The Huygens source plays a
major role in determining the fundamental limitations of the directivity on small antennas
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(Chapter 11).

The terms that characterize this textbook the best are rethinking and reordering. Several new
terms have been defined, and they have during the years gradually been accepted. The most
important being the fact that wireless devices with multiport antennas can be characterized in
chambers with reflecting metal walls (reverberation chambers). The reverberation chambers
emulate RIMP. This is a complete contrast to traditional anechoic “free-space like” chambers,
so it took 10-14 years before this was generally accepted, after it was introduced in year 2000.
This introduction has together with the definition of a digital threshold receiver (Chapter3)
opened up a complete new world of opportunities. By the latter definition the rethinking
can continue.

The intermediate chapters between Chapters 4 and 11 contain the theory of the most com-
mon antenna types. These chapters are supported by a MATLAB handbook, which contains
the programs that have been used to produce all the design curves. Therefore, the students
can use them during their work with the exercises, and later in professional work situations
to make initial antenna designs. The theories in these chapters contain in principle classi-
cal design formulas, but the derivations have been modernized. This was done quite early
by starting from the incremental currents (introduced in Chapter 4), and using the mod-
ern Method of Moments (MoM) introduced in Chapter 4 as a general concept for deriving
traditional impedance formulas. This can be achieved by using one physical basis function.
The MoM is generally often referred to as Galerkin’s method. 1 have myself a background
in MoM via R.F. Harrington’s book, and I have also several papers myself related to MoM
combined with spectral domain approaches (Chapter 6). I find the MoM theory very good
for understanding radiation phenomena. The whole Chapter 4 is built up using MoM as a
way of thinking.

I have at the end of this preface, proposed a list of learning goals for students using this
textbook.

Previous book versions

The book was published first time in 2000 by a publisher in Sweden, who has no more rights
to the material. The present version is updated and the major Chapters 3 and 11 have
been added. This update started in 2009, and the manuscript has since then been used as a
compendium in my Antenna Engineering course at Chalmers.

About the citations

The reader will from the previous versions of it understand that the textbook is very special,
because it contains a lot of rethinking. As a result, there are many self-citations, with the
purpose of having scientific documentation of all the rethinking. This is of course sensitive.
Therefore, I have asked my friend Professor Stefano Maci to add references to alternative
well proven and accepted approaches, at the end of almost all chapters under the title Com-
plementary Comments. He is a Director of the European School of Antennas and as such he
is very well aware of most approaches used in antenna theory and design, so he is the right
person to do this. I hope that this way of giving credit to others’ approaches will make my
book more acceptable.
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there is another art which is even more important, and without which we cannot create
new knowledge: imagination. Imagination is defined in Webster’s dictionary as “the act or
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power of creating mental images of what has never been actually experienced, or of creating
new images or ideas by combining previous experiences”. My emphasis when writing the
book has been to make compact vector formulations of the theory and to illustrate the
interpretation of the theory. Hopefully, this will enhance the reader’s imagination. I make
frequent use of equivalent sources, making it easier to generate mental images of complicated
equations.

Modern antenna designs are more and more often based on computer-aided design (CAD).
This involves running computer programs that have been bought from a commercial software
vendor or acquired with or without cost from specialists in the field. Therefore, the antenna
designer of today needs an overall knowledge and understanding of the characteristics and
limitations of the different analysis methods. In addition, some analytical skill is needed
in order to make fast initial designs and to develop simple solutions for special cases for
verification of the computations. Also, there may often be a need to combine different
analysis methods and software. In such cases, the designer needs enough analytical and
theoretical background to do the combination correctly. In order to satisfy these needs
I have tried to make the mathematical formulations as compact and simple as possible.
This has been done by consequently using the vector notation, as vectors are very easily
programmed nowadays. In addition, the mathematical notation is considerably simplified by
making use of equivalent currents. The equivalence theorem makes it easier to structure a
complicated antenna problem into more manageable smaller subproblems. The radiation field
can always be found by integration over a given distribution of impressed and induced currents
located in free space. These currents may be physical or equivalent. The radiation integrals
can be solved analytically only for special cases. I have chosen to include such analytical
solutions only if they are so simple that they can improve the physical interpretation, or
if they drastically decrease computation time. Otherwise, I think numerical solutions are
preferable.

The main reason for the compact vector notation is that it is independent of the choice
of coordinate system, and thereby it is easier to interpret the expressions. And, physical
interpretations are important for improving the imagination and for building up intuition.
Both imagination and intuition play an important role in research and development because
they make it simpler to foresee working solutions. They improve creativity.

Maxwell’s field equations based on the electric and magnetic vector potentials contain the
parameters permittivity, permeability and angular frequency (e, p and w), which we rarely
use in practice. The relative values €, and p, have much more convenient values than e
and . In addition, g9, pp and w can always be replaced by the wave number and wave
impedance (k and 7). Therefore, my book consequently uses k and 7 instead of &g, po and
w in all equations. Actually, I am of the opinion that the commonly used vector potentials
in most cases are inconvenient and unnecessary, and I have therefore chosen to avoid them
by using the direct vector integral formulas for the fields resulting from current sources. This
has contributed significantly to the compactness of the formulations.

It is always difficult to remember where the wave impedance n should appear in the radiation
field formulas. In order to improve this, I have chosen wherever it is natural to begin all for-
mulas for the H-field with 1/7, and to always use 7 in front of the electric current distribution
J. Thereby, nn comes in no other places. With this notation it is very easy to normalize the
H-field and the current in such a way that the wave impedance in free space becomes unity,
if desired.
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The electric and magnetic fields can always be expressed as integrals over impressed and
induced electric and magnetic currents. If these currents are unknown, the integrals can be
used to formulate integral equations by applying the boundary condition for the fields. Such
integral equations are normally solved by the MoM. This book is not about numerical MoM
solutions. Still, I have chosen to present the MoM as a basic principle in field theory, and
give an introduction to it in Chapter 4. The reason is that the classical integral formulas for
the impedances of dipoles, slots and patches can be derived more simply and understandable
by using a MoM approach (with one expansion function) than in classical ways (such as by
“eletromagnetic force”). The MoM approach makes it also easier to understand that the
results can be improved by increasing the number of expansion functions.

I have chosen to begin the book with a chapter on characterization of antennas (Chapter 2),
instead of introducing Maxwell’s equations and the far-field of incremental sources. This
characterization includes definitions of the far-field function, the phase reference point and
the co- and cross-polar polarization vectors. This makes it possible later in Chapter 4, when
Maxwell’s equations and the incremental sources are introduced, to characterize also the
latter in terms of their radiation characteristics. Thereby, the incremental sources will become
easier to use when designing antennas.

The terms far-field function and phase reference point cannot be found in other text books.
They are evident and self-explanatory to experienced people working in the antenna field.
Still, T have often been surprised about how many do not know that a phase pattern has a
reference point, and that this has nothing to do with the phase center. Therefore, I have
chosen to define these important terms clearly in Chapter 2.

Antennas are normally studied in the transmit mode, for which case the equivalent circuit
can be found in many textbooks. Recently, and in particular in relation to signal processing
antennas, it has become common to perform a detailed receive mode analysis. Such analyses
become much more accurate if a complete equivalent circuit of the receiving antenna is used.
Therefore, I have chosen to also present the equivalent circuits for reception, which as far as
I know cannot be found in other textbooks. The induced voltage source is expressed in terms
of the far-field function in the transmit mode as well as the direction and complex amplitude
of the incident wave.

Several antennas are rotationally symmetric. They are more commonly referred to as bodies
of revolution (BOR). These antennas can be analyzed more simply than others by taking
advantage of the symmetry. I have chosen to divide them into two types, BORy and BOR;
antennas, where the index denotes the order of variation which the field has in (p-direction.
I have added a Section 2.4 with the mathematic descriptions of BORy, and BOR; anten-
nas.

Aperture antennas are most conveniently analyzed in terms of Huygens sources located at
the wavefronts of the aperture field. In order to handle this approach in an efficient way, 1
have chosen to define a Huygens equivalent and a Huygens approximation, which relate to
Huygens study made in 1690.

When analyzing plane apertures, I introduce the Fourier transform of the aperture field. I
have chosen the sign of the exponent of the integrand in such a way that the spectral domain
fields can be conveniently interpreted as waves propagating in the direction of k = k,X+k,y+
k.z, where k, and k, are the spectral variables. This definition of the Fourier transform is
not in agreement with the standard definition, but it is easier to physically interpret herein.
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I have in Chapter 5 chosen to interpret the Fourier transforms of planar current distributions
as infinite current sheets. This has the advantage of reducing the complexity of the resulting
field formulas. It is also easier to generalize the formulas to fields in dielectric multilayer
structures (not included in this book).

Microstrip antennas are most accurately analyzed by the MoM and by accounting for the
substrate by the spectral domain approach. I have developed the reaction formula for the
patch impedance. Still, I have chosen to use the simpler two-slot transmission line model to
calculate Mathcad results for patch antennas (Chapter 6)), to make the MATLAB program
simpler and faster. I use in fact an improved transmission line model valid for rectangular
patches on thin substrates. This gives an accuracy which is comparable with that of the
MoM for this special case. The derived reaction formula for the patch impedance contains a
probe correction for both line-fed and probe-fed patches.

The book contains a section about Gaussian beams. The Gaussian beam is a very illustrative
way of describing how fields transform from radiating near-fields to far-fields. It is very useful
for fast initial calculations of beamwidths from any aperture antenna at any distance from the
aperture, and the results are in many cases quite accurate. The Gaussian beam is in particular
useful in designing corrugated horn antennas. The Gaussian beam formulas are rarely found
in basic antenna textbooks, as they are too complex for doing calculation by hand without
introducing errors. To improve this, I have separated the formulas into independent parts, all
being physically interpretable, such as for example “diffraction cone radius” and “geometrical
optics cone radius”, and the formulas are programmed in the MATLAB handbook, by which
results easily can be achieved. This separation in two parts makes then also the Gaussian
beam a source for understanding the phenomenon of aperture diffraction.

In Chapter 1, I have included a section about terminology where I describe the difference
between rays and phase paths, and where I introduce aperture diffraction as well as edge
diffraction. I have chosen to do this already in the introductory Chapter 1, because most
people have a physical feeling for rays even without having read any theoretical work on
ray techniques, and because the concept of diffraction is so essential in antennas and so
strongly linked to ray interpretation. The concept of aperture diffraction is in particular
important. Without it people may get a completely wrong impression of how antennas work,
from knowing only about ray interpretations.

Chapter 10 on linear and planar arrays presents two way of computing the far-field of an array:
By the element-by element sum (resulting in the classical array factor), and as a grating-
lobe sum expression. The latter converges very fast for regular arrays, and is related to the
Floquet mode sum expression. Thereby it is possible to treat array antennas as apertures
and use the aperture theories in Chapter 7. The classical array links to the modern MIMO
array via the far-field function of the embedded element, as explained in Chapter 3.

Antenna analysis is always subject to approximations. I hope that my approaches will help
in choosing the approximations that give the most accurate valid results.

Learning outcome of Antenna Engineering course at Chalmers

The major parts of the book are used as literature in the course Antenna Engineering at
Chalmers. This is offered within two international Master programs at Chalmers, on i)
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Wireless, Photonics and Space Engineering and ) Communication Engineering. The Mas-
ter program administration required that we defined some expected learning outcomes for
the students. I have chosen to list these learning outcomes below, because they may be useful
for others. This course has 14 double lecture hours spread over 7 weeks, and a corresponding
number of tutorial hours. There are also three antenna laboratory exercises related to )
design of microstrip patch antenna, ii) measurements in anechoic chamber, and 4ii) measure-
ments in reverberation chamber. There are not enough lectures to cover all the material in
the book, so the most theoretical parts of Chapters 4, 6 and 11 are excluded from the course,
and some additional material is not mandatory. I have chosen to teach the excluded parts
for my PhD students in an advanced course called “EM theory for antenna specialists”. This
includes also supplementary material from several journal articles.

The expected learning outcome after having followed the Antenna Engineering course at
Chalmers are: The overall aim of the textbook is to provide the reader with an under-
standing of antennas for use in both traditional line-of-sight (LOS) systems and in modern
wireless communication systems with multipath and Rayleigh fading, ranging from initial
design with simple classical design formulas to numerical design and characterization with
measurements. With this understanding the reader should be able to:

a) Describe how antennas for line-of-sight (LOS) systems work and are characterized. Ex-
amples of LOS systems are radio telescopes, radar, radio links (point-to-point and point-to-
multipoint communications) and satellite communication systems.

b) Describe how antennas in multipath environment with fading behave and are character-
ized, such as antennas for mobile terminals and devices such as mobile phones, including also
the characterization of the whole mobile terminal and the user interaction. This is unique
for the book!

c) Describe the most common materials used in numerical antenna analysis as well as in
practical antenna design.

d) Explain the different factors contributing to the efficiency and gain of different types of
antennas.

e) Explain the physical limitations of antennas; such as miniaturization and bandwidth
limits of small antennas, maximum gain limits of large antennas including supergain, and
correlation and efficiency limits of multiport/multibeam array antennas. This is unique for
the book!

f) Explain how different antennas can be analyzed in terms of classical incremental elemen-
tary sources, by using a modern and compact non-differential vector notation and numerical
integration. The incremental elementary sources are the electric current, the equivalent mag-
netic current and the directive Huygens source. This is unique for the book!

g) Apply his knowledge about antenna analysis to design antennas using classical formulas
and design curves for the most traditional antenna types; such as dipoles, slots, horns, re-
flectors and phased arrays. Good initial designs with classical formulas are important for a
successful numerical design with a professional antenna CAD tool.

h) Apply his knowledge about characterization of antennas for LOS and fading environment
to measure antennas, both in classical anechoic chambers and in modern reverberation cham-
bers, respectively. The reverberation chamber is a multipath emulator, in which also active
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mobile terminals such as mobile phones can be measured.

April 2015
Per-Simon Kildal
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1 CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

An antenna is a device for radiating or receiving electromagnetic waves. It was originally
called an aerial before the name antenna became more popular, and sometimes simply called
a radiator. It is a transducer for coupling electromagnetic energy between free space and
a waveguide, transmission line, or receiver/transmitter. An antenna is often directional in
the sense that it concentrates waves in certain directions in space relative to waves in other
directions. In this sense it represents a directional filter in space.

Antennas are needed and used in wireless ground-based telecommunication systems such
as direct broadcasting, point-to-point radio links, mobile telephony, local area networks,
traffic toll systems and navigation. They are also used in satellite communication systems
for transmission of data, video and telephone signals between earth stations connected to
the ground-based network, and for broadcasting satellite-TV signals. Antennas are used in
mobile earth terminals. And, we even have mobile hand held phones with small antennas for
receiving (and transmitting) signals from (and to) satellites, which relay the signals down to
ground again all around the earth. Furthermore, antennas find applications in military and
civilian surveillance radars, such as ground-based weather radars and air traffic radars, and
air-borne military search and scouting radars. There exist air- and satellite-borne synthetic
aperture radars (SARs) for very high resolution surveillance of land resources and pollution,
and of military and civilian activity on sea and land (e.g., for surveillance of national fishing
borders). SARs make it is possible to synthesize a larger “antenna” than the actual antenna’s
physical size by moving the antenna and using signal processing. Antennas are also used in
scientific radars (e.g., for ionospheric and planetary research). Finally, antennas are used in
receive systems for radio astronomy, meteorology, and for detection of signals from air-borne
radars (early warning). Some radio telescopes for radio astronomical observations are large
spectacular examples of high technology antenna designs.

The art of antenna design is special and very interesting because so many different disci-
plines are involved. The antenna is often the largest and most expensive structural part of
a microwave system, and it must, for physical reasons, have a certain size in terms of wave-
lengths in order to satisfy the system’s directional filter requirements. Therefore, good and
compact antenna solutions require designs which are thoroughly worked through, both from
a mechanical and an electromagnetic points of view. Knowledge of material technology and
manufacturing processes is needed. It may often be desirable (but not always be possible) to
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Figure 1.1: Examples of different antenna types.

modify the system requirements in order to find the most cost-effective solutions. Therefore,
the design of advanced and optimized antennas involves systems engineering, mechanical
engineering, and electromagnetic engineering.

Today, industrial antenna design involves a combination of computer simulations (by different
commercial or semi-commercial computer programs) and experimental developments. In both
cases, it is advantageous for engineers to have a reasonable background in antenna theory in
order to increase their creativity and productivity. All numerical implementations of different
analysis methods suffer from approximations, so the results must always be investigated with
respect to convergency and assumption validity. In addition, the methods themselves are only
valid under certain conditions. For example, ray tracing methods are only valid when the
structure is smooth and large in terms of wavelengths.

Accurate measurements of radiation patterns and in particular directivities are complicated
and require theoretical knowledge and experience. Such know-how may even be more im-
portant than good measurement equipment during the development of an antenna. Still, a
modern measurement equipment is necessary in order to be able to verify the performance
with sufficient accuracy to satisfy a critical customer. No quality-conscious customer will
accept an antenna based on theory or simulations alone. Accurate measurements are always
needed to validate the model predictions. There are certain electrical (or rather electromag-
netic) system requirements for an antenna, such as gain and sidelobe levels. Common for
these constrains is that they are easier to satisfy when the antenna is larger in terms of wave-
lengths. However, the antenna is often the largest mechanical part in a microwave system, so
the specific application puts requirements on its size, weight and cost, thus calling for small
antennas. Very often the antenna engineer’s task is to do a trade-off between size and/or
cost and performance. His job is to find the smallest or cheapest antenna which can satisfy
the electric requirements.
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Figure 1.2: Examples of different phased-array antenna types in transmitting mode. The latter is
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1.1 Antenna types and classes

There exist several different basic antenna types (Fig. 1.1). The ones which will be treated
in this book are wire antennas, slot antennas, microstrip antennas, horn antennas, reflector
antennas, and linear and planar arrays of them. There are also other types which are not so
common (e.g., dielectric resonator antennas and leaky wave antennas), and a large class of
ultra-wideband and frequency independent antennas that will not be treated either, except
for being mentioned in terms of their fundamental limitations in Chapter 11. In principle
any structure of arbitrary material can be designed to radiate in free space if its size is larger
than typically a few tenths of the free-space wavelength. Some antennas may radiate well
even when they are apparently shorter than this. However, in such cases they are located on
a box or a ground plane (or held by a hand), and it is the box or ground plane (or hand)
which gives the sufficient size for the antenna to radiate. A human finger may actually work
well as an antenna. Old radios without built-in antennas often work (or work better) if a
finger touches the antenna input connector.

A linear or planar array antenna consists of several antenna elements, which are fed via a feed
network (Fig. 1.2). If an adjustable phase shifter is connected to each element, the direction
of the main beam of the antenna can be phase steered by changing the phase of each of the
phase shifters. There may even be active microwave modules at each element amplifying the
transmit (or receive) signals. Then, the antenna is referred to as an active antenna. The
transmitted or received amplitude of each element can be changed by adjusting the gain of
each module. The active antenna can be phase steered by including a phase shifter in each
module. We can have control of both the shape and direction of the beam by changing both
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Figure 1.3: Examples of different classes of antenna beams.

the amplitude and phase of each element. The element modules may be connected directly
to a digital processor (computer) via an analog-to-digital (AD) converter (on reception) or
a digital-to-analog (DA) converter (on transmission). In these cases the antenna beam can
be controlled digitally. We refer to this technique as digital beam-forming and to the an-
tennas as adaptive antennas or signal processing antenna systems. Such antennas are also
called multi-port antennas, because the port of each element is accessible. They are in par-
ticular used at both the transmitting and receiving sides in so-called MIMO (Multiple-Input
Multiple-Output) communication systems. Then, the communication speed can be improved,
in particular through environments which cause large time-varying signal variations, so-called
fading. The active modules in such arrays are often realized as microwave monolithic inte-
grated circuits (MMICs) in order to reduce the size and the cost of manufacturing modules
in large numbers. In the upper microwave and millimeter wave regions, active antennas may
have thousands of elements. At millimeter wave frequencies the antennas may also be inte-
grated with the active module on the same chip. We refer to such antennas as integrated
antenna systems.

Antennas are also classified in terms of the shapes of their radiation patterns (Fig. 1.3). Most
antennas are pencil-beam antennas with a narrow main beam and low sidelobes. Pencil-beam
antennas on satellites illuminate a relatively small spot on the earth’s surface, and they
are called spot-beams antennas. On satellites there may also be contoured-beam antennas
with beams which are shaped to cover certain geographical areas on the earth. Radars
may have cosecant-squared antennas with a radiation pattern in the elevation plane which
varies as csc?(f) = 1/sin*(#). The reason for this is that the sensitivity in this case becomes
independent of the height of the target above the ground. Most antennas have only one main
beam, but multi-beamn antennas are also attractive in many applications. There exist also
omnidirectional antennas, sector-beam antennas, antennas with hemispherical coverage, and
many more.
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1.2 Brief history of antennas and analysis methods

The first antenna was designed and manufactured by Heinrich Hertz when he experimentally
discovered electromagnetic waves in 1888, twenty four years after Maxwell’s theoretical predic-
tions were revealed to the Royal Society in London. That was a parabolic metal cylinder with
a dipole antenna along its focal line, see [1] and [2]. Marconi achieved a successful transat-
lantic transmission in 1901 by using an array of 50 copper wires for the transmitting antenna
in England. The theories of radiating apertures, reflectors and array antennas were developed
during World War II in connection with the design of the military radar. These were later
published in the book by S. Silver [3] in the M.I.T. Radiation Laboratory Series. Among
other early important antenna books are the book on helical antennas by J.O. Kraus [4], the
book by S.K. Schelkunoff which contains both theory and experiments [5], and the book on
linear antennas by R.W.P. King [6]. Several later antenna books are included in the reference
list [7]-[29].

The development of the antenna area has been strongly influenced by the development of
theories, analysis methods and numerical techniques, and by the growth of computer tech-
nology. The oldest analysis method still in use is geometrical optics, which is a ray technique.
The classical reflection law was described already by Euclid 300 years BC. The lens formula
was introduced by Alhazan around year 1000 AD. Snell found the refraction law in 1621, and
further developments were done during the seventeenth (Fermat) and nineteenth century
(Hamilton) to what we today refer to as classical geometrical optics. The classical descrip-
tion is based on straight rays and power densities. The geometrical optics used today is
commonly referred to as modern Geometrical Optics (GO) and includes phase, polarization
and field strength descriptions (Luneberg 1944 and Kline 1951). The GO is a high frequency
approximation that can be used when the wavelength is small compared to the structure
variations and dimensions. The GO fields propagate along straight lines (rays) in free-space
regions and reflect from structure boundaries. Several scientists including Sommerfeld (1884)
studied the effect of edges and found that there exist diffraction effects not accounted for
by GO. In order to overcome this problem, straight diffracted rays were added to the GO
description (Keller [30]). This theory was later extended by Kouyoumjian and Pathak (1974-
81) to a Uniform Geometrical Theory of Diffraction [31]. This is commonly known under the
abbreviation UTD and is widely used in antenna analysis. The GO and UTD are more gen-
erally referred to as asymptotic techniques, in the sense that they are asymptotic solutions
of field integrals for high frequency. Similar asymptotic solutions can be derived for cases
other than reflectors and edges by using the principle of stationary phase. The alternative
and related saddle-point method is also applicable. The ray descriptions of GO, UTD and
other asymptotic techniques are not valid in caustic regions'. This is a severe limitation of
such high frequency methods.

The wave theories do not suffer from the lack of validity in special regions, such as is the
case for GO and UTD. They were developed by Huygens (1690), Hook, Grimaldi, Young and
Fresnel (1830). Finally, in 1864, Maxwell connected these classical wave theories together with
the theories of optics in what we now refer to as Maxwell’s equations. These are the basis
of all electromagnetic modeling today. In modern antenna theory and numerical methods,
equivalent sources play an important role in the formulations. The equivalence theorem
was introduced by S.A. Schelkunoff in 1936 and is related to the principle of Huygens from

I This means regions where neighboring rays intersect.
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1690.

The GO and UTD are well suited for numerical modeling and several computer codes exist.
However, they can only be used when all structure parts are large in terms of the wavelength.
Maxwell’s equations can be rearranged to provide electric and magnetic fields as integrals
over a product of a current distribution and a Green’s function. The latter is the field due to
an incremental current source, which we may alternatively call a point source response. The
current distribution is unknown and induced by other impressed sources, and it may or may
not represent physical current. In the latter case we call it an equivalent current. This may
be specific for a field formulation only valid in some part of solution space. When we apply
a boundary condition to the integral expressions for the fields, we get an integral equation.
Integral equations are nowadays solved by the Method of Moments (MoM), as introduced
to the antenna community by Harrington [32]-[33]. Several computer programs for antenna
design based on the MoM are available. The MoM cannot be used when the structure is very
large in terms of the wavelength due to the large computer memory and long computation
time needed. Therefore, an antenna type of a given size may often be analyzed by MoM at
low frequencies and by UTD at high frequencies.

Modern numerical methods also involve solving the differential forms of Maxwell’s equations
directly. When implemented for harmonic time variation these are referred to as Finite
Element Methods (FEM), and when implemented in the time domain they are referred to
as Finite Difference Time Domain (FDTD) methods. Several general commercial and semi-
commercial computer codes for antenna analysis using FEM or FDTD are available. The
computer times of FEM and FDTD codes are normally much larger than for MoM codes.
Three-dimensional FEM and FDTD are only applicable to structures which hardly exceed a
few wavelengths in extent.

An analytical method which has been very popular for the last decade is the spectral do-
main method. This method is conveniently used to analyze microstrip antennas on planar
multi-layer structures in combination with MoM. The approach is based on Fourier transfor-
mation of the fields in the two uniform directions of the structure to obtain a spectrum of
plane waves or rather a spectrum of one dimensional (1D) solutions. The fields have given
harmonic variations in the two dimensions representing the spectral domain. The method
is extendable to other similar three-dimensional (3D) field problems involving radiating ele-
ments on structures which are uniform in two directions of the coordinate system, such as
circular cylindrical and spherical multilayer structures. All these 3D problems can be solved
by using a spectrum of 1D solutions (i.e., in terms of a spectrum of plane, cylindrical or
spherical waves, respectively). The 1D solutions for the cylindrical and spherical structures
represent a discrete spectrum, and are therefore also referred to as modal solutions. Spectral
domain methods can be used to analyze antennas on structures that are uniform in only
one direction of the coordinate system, such as cylindrical structures with arbitrary cross-
sectional shape and Bodies of Revolution (BOR). In these cases the solutions are formulated
as a spectrum of two-dimensional (2D) solutions. The FEM is also often used in combination
with such spectral domain methods. There is some theory about spectral domain approaches
in Chapter 6.
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1.3 Terminology, quantities, units and symbols

The Institute for Electrical and Electronics Engineers (IEEE) have defined a standard ter-
minology for antennas, [34]. Most of the terms for characterizing antennas, which will be
introduced in Chapter 2, follow this standard. In addition, in the present section we define
some special terms in antenna theory, which are commonly used to describe different physical
phenomena. This is because these terms are easily confused with each other. Also there is
a need to define the symbols used for the pertinent quantities and explain the units of the
different field quantities to appear in later chapters. Therefore, this section also introduces
some common terminology for quantities, symbols and units, used in this book.

1.3.1 Radiation or scattering

The area of electromagnetic radiation is often divided into antennas and scattering. Simply
speaking, the area of scattering is electromagnetic radiation (or reradiation) excluding an-
tennas. This means prediction and reduction of Radar Cross Sections (RCS) of objects, and
determining the type and characteristics of a passive object from measurement of electro-
magnetic fields. The latter is normally referred to as inverse scattering or electromagnetic
signature. The word scattering comes from the definition of a field problem where an object
located in free space is illuminated by an incident field, where the incident field E; is the
observed field when the object is removed (Fig. 1.4). The total field E.o is the observed
field when the object (i.e., the scatterer) is present, from which we define the scattered field
due to the object as Es; = Eiot — E;. The scattered field can be expressed as an integral
over equivalent sources at the surface of the scatterer. The scattered field is radiating in
all directions away from the scatterer. The scattered field is, in particular, large in shadow
regions. In fact, in shadow directions it has nearly the same size as the incident field and
nearly opposite phase, so as to give almost zero total field (i.e., shadow). The scattering in
the direction of the shadow is referred to as forward scattering (i.e., scattering in the direction
of propagation of the incident wave). Backscatter is the scattering in the direction of the
distant source of the incident field. The distinction between the antenna and scattering areas
lies in that antennas radiate energy whereas in scattering a known incident wave is redirected
(scattered). However, the distinction between the antenna and scattering problem is not so
evident. Antenna analysis involves also scattering analysis.
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Figure 1.5: Tllustration of reflection, edge diffraction and aperture diffraction.

1.3.2 Reflection, refraction and diffraction

The terms reflection, refraction and diffraction are associated with ray descriptions such as
GO and UTD. Rays are always straight in free space. In a GO ray field problem we have
an incident field which is propagating along rays originating from the source. When such
a ray hits the smooth surface of an object, it is reflected. The field propagating along the
GO reflected ray is called the reflected ray field. There may also be a so-called refracted ray
continuing into the object. This GO refracted ray will change direction by refraction at the
interface, but it will thereafter be straight until it meets a new material interface, provided
the material of the object is homogeneous.

Keller described in 1985 diffraction as any process whereby electromagnetic wave propagation
differs from GO. In particular, we have the term edge diffraction associated with the rays
diffracted from the edges of objects as described by UTD. The fields along these rays are called
the diffracted ray fields. GO and UTD predict infinite fields in points where neighboring
rays intersect (and hence GO and UTD are not valid there). Such points are referred to
as caustics, and the actual field behavior is described as caustic diffraction. Parallel rays
(i.e., plane phase-fronts) often originate from apertures. Parallel rays intersect at infinity.
Therefore, GO cannot be used to describe the wave propagation from a plane aperture with
a constant phase distribution to a large distance from the aperture. The actual radiation
field behavior at large distance is in this case referred to as aperture diffraction. Aperture
diffraction causes a bundle of parallel rays to transform to a bundle of diverging rays with an
associated angular field variation, when the distance from the aperture is larger than 2D?/),
with D the aperture diameter and X the wavelength. Most of the diverging rays are contained
within a diffraction cone with a cone angle of approximately 2\/D radians. Ray fields cannot
easily be separated into incident and scattered fields as defined in the previous subsection.
The incident field of GO is reflected, shadowed, refracted and diffracted by an object, whereas
the incident field of a scattering problem is the field when the object is removed. The latter
is therefore not shadowed by the object.
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1.3.3 Rays, waves, phase-fronts and phase paths

The ray technique is inherently a high-frequency approximation which breaks down in certain
regions. The ray fields have a local description following straight lines in space. In spite of
this, single rays cannot exist. Single rays are not physical. They always exist in ray bundles
which are either converging, diverging or parallel. Therefore, single rays cannot propagate
through a small hole in a metal screen and continue straight forward. They rather diffract
through the hole in such a way that a spectrum of straight rays appears on the shadow side
of the screen, propagating in all directions.

The wave description is different. The wave description is global in the sense that the
description itself links together fields at one point in space with the fields in the rest of space.
Still the wave and the ray descriptions are related. A wave has phase-fronts (i.e., surfaces in
space over which the phase is constant). The normals to a phase-front define the propagation
direction of the wave. The phase velocity depends on the shape of the phase-front. If we
follow the propagation direction along normals to successive phase-fronts, we get a curve
which is called the phase path. In spite of this, they are strongly related to rays. In field
regions where the phase paths are straight, they represent GO rays. However, the phase
paths bend through caustics and focal regions; whereas, the GO rays go straight through
such regions. The GO description is not valid in the caustic region but outside it. A single
phase path may coincide with one GO ray on one side of a caustic or focal region, and with
another different GO ray on the other side. Inside a caustic region it is possible to use a
separate GO ray description that is valid only inside the caustic. The diverging rays in the
far-field region of Fig. 1.5 and 1.6 are valid GO descriptions in the far-field region, which is
a caustic region for the parallel rays closer to the antenna.
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1.3.4 SI units for fields and sources, and dB

The International System of units (SI) units are for length meter (m), for time second (s), for
voltage volt (V), and for current ampere (A). The units of both the electric field strength E
and the equivalent magnetic surface current density M are volt/meter (V/m). The magnetic
field strength H and the electric surface current density J have both the unit ampere/meter
(A/m). However, these units are rarely used in antenna work. Instead, the fields and currents
are presented as relative values normalized to their maxima or to other values. The unit of
radiation impedances is ohm (Q2), and radiation admittances are in Siemens (S), and similarly
for mutual impedances and admittances. These units are commonly used, but in many cases
the radiation impedance and admittance are more conveniently replaced by a dimensionless
amplitude reflection coefficient. The unit of power is Watt (W) or milliWatt (mW). We have
1W =1VA.

In antenna work relative numbers are most often presented in dB. The dB value is calculated
as
|A/Aref|dB =20- log ‘A/Aref| dB :

where A is the amplitude of the voltage, current, reflection coefficient, field strength or surface
current density, and A, is the reference value. Alternatively, it is calculated as

|P/Prot|ap = 10 - log | P/ Pet| dB ,

where P is the power or power density and P, is the reference power or power density. The
resulting dB values are the same in both cases because

‘A/Aref|2 = |P/Pref| .

Sometimes a letter is added to the dB abbreviation in order to explain the reference value.
For example, dBm means a power ratio in dB where the reference level is 1mW, and dBW
means a reference value of 1W. In antennas we measure the antenna gain in dBi, which
means dB relative to isotropic radiation, i.e, radiation that is spread equally much in all
directions in space. We measure the figure of merit of a receiving antenna in dB/K (i.e., “dB
over K”) which means in dB relative to 1/Kelvin. The latter two units will be described in
Chapter 2.

Table 1.1: Relative efficiencies and corresponding values in dB.
Relative efficiency: 1.0 10.99 1095 |0.90 |0.80 |0.64 [0.50

Efficiency in dB: 0.0 |-0.04 |-0.22 [-0.50 |-1.0 |-2.0 |-3.0

All antennas can be characterized by different efficiencies and subefficiencies. These are often
presented as the relative value itself or in percent (%). In the present book we consequently
choose to give all such values in dB. The reason is that percent values often give wrong
impressions. For example, increasing an efficiency by 10 % sounds the same when increasing
it from 40 % to 50 % as when increasing it from 80 % to 90 %. In reality, the former increase
is worth double of the latter. This is clearly seen from the dB values which are 1.0dB in the
former case and 0.5dB in the latter. Therefore, results are more meaningful and more easily
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Figure 1.7: Symbols used in the drawings in this book.

interpreted when presented in dB. Tables 1.1 and 1.2 show some amplitude and power ratios
and their corresponding dB values.

Table 1.2: Amplitude and power ratios and corresponding dB values.

Amplitude ratio: [1.0 0.32 0.1 0.032 10.01

Power ratio: 1.0 0.1 0.01  |0.001 |0.0001

Ratio: 0dB |10 dB|-20 dB|-30 dB|-40 dB

1.3.5 Symbols

The symbols used in the drawings in this book are explained in Fig. 1.7.

1.4 Vector notation and coordinate transformations

This book uses the vector notation in all formulations. This makes the formulas compact,
and easy to interpret and remember. Another advantage is that the vector formulations are
independent of the coordinate system chosen. Some may comment that vector formulas are
not easy to use in practice or to program, but this is not true. The vector notation makes
it easier to get a good structure of a computer program with reusable subroutines. Thereby,
the time needed for developing a program is reduced.
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1.4.1 Some vector formulas

In this book, a vector E is written in bold type as E and a unit vector 7 as . A vector field
is a function of the observation point coordinates. This is written as E(r) where r = [z, v, 2]
is the coordinates of the field point in the coordinate system defined by the unit vectors
x = [1,0,0], y = [0,1,0] and z = [0,0,1]. E = [E,, Ey, E.] contains the three components of
the vector field in the same coordinate system. E, r, X, y and z are readily programmed as
complex or real one-dimensional arrays with 3 elements having the values of their x-, y- and
z-components in the coordinate system. In this book expressions for the H-field are starting
with 1/n where 7 is the wave impedance. In computer programming it is possible to use n,H
as an array variable instead of H, where 7, is the free space wave impedance. Then, the
values of the normalized H-field, n,H, get the same order of magnitude as the values of the
E-field, which can make it easier to interpret the results of a computation.

In order to simplify mathematical formulations, we choose local coordinate systems in which
the local geometry is easily described. When a vector field E = [E,,, Ey,, E.,] is known in the
local coordinate system, its components in the global coordinate system are found by the
formula

E = E, % + E, ¥, + E.. 7 , (1.1)

where %; = [as, ay, a.], ¥; = [bz, by, b-] and z; = [cs, ¢y, c.] are the unit vectors defining the local
coordinate system with az, a,, a., the components of X; in the global coordinate system and
correspondingly for y, and z;. Eq. (1.1) is to be used as follows to calculate the component
E. of E in the global coordinate system,

Ey = By ag, + Ey by, + B Ca (1.2)

and corresponding for E, and E.. The observation point r = [rg,, ry,, 2] in the local coordi-
nate system is transformed to r = [r, 7y, r.] in the global system by

r=r,+ryX +ry,y + 722, (1.3)

where ry, = [rzy, Ty, 2] 1S the coordinates of the origin of the local coordinate system in the
global coordinate system. Eq. (1.3) is to be used as follows:

Tz = Tz + Tx Qg + Ty b:cl + T2 Cay (14)

and similarly for r, and r..

Considering a vector field E in the global coordinate system, we can find its component (i.e.,
projection) E, in any direction (defined by the unit vector a = [as,ay,a.]) by the dot- (or
scalar-) product

E.=E-a=Fya,+ FEyay+ E.a, . (1.5)

If a is a complex unit vector, we define the component of a complex vector field E along a
by the dot-product between E and the complex conjugate of a, i.e.,

E,=E-a"=FE,a; + Eyay, + E.a} . (1.6)

This dot-product is normally referred to as a symmetric product in mathematical text books.
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We also make frequent use of the vector (or cross) product. This is defined by
M =E xt =(Eya,, — E.a,,)%x — (Eza,, — E.a,,)y+ ()
+(Ezar, — Eya,,)z . '

This can be evaluated more rapidly as follows. The result of a cross product between two
vectors E and 1 is a new vector which is orthogonal to both E and  with magnitude

IM| = |E[|#]sina , (1.8)

where « is the angle between E and r. Thus, if T is a unit vector and E is orthogonal to r,
(i.e., E L #), M gets the same magnitude as E. The direction of M can be rapidly found
by using the right-hand rule as follows. Straighten out the four joint fingers of the right
hand and orient them in the direction of the first vector E. Let your thumb point normal
to the other fingers in the plane of the flat hand. Orient your flat hand in such a way that
if you bend the joint fingers 90° at their roots they will point along the second vector r.
Then, the direction of the resulting vector M is the normal to E and 1 in the direction of the
thumb. It is also possible to find the direction of M by considering a screw with right-handed
threads.

The following vector formula will also be frequently used,
E=K[J-J )], (1.9)

where K is a constant. This operation gives a vector E which is in the plane of the vectors
J and r, but with no component along . We can express this as E being proportional to J
after J’s projection, J - ¢, along I has been subtracted.

1.4.2 Coordinate transformations

In order to transform a vector field from one local coordinate system to the global coordinate
system, we need to know the unit vectors of the local coordinate system in terms of their
components in the global system. Such transformations of unit vectors of coordinate systems
are well known. They are given in Appendix C for the sake of convenience.

1.4.3 Dyads

Dyads are used to provide compact notations for given vector operations. They are often
used in connection with formulations of Green’s functions (i.e., field solutions due to point
sources). For example, the vector formula

E=K[J— (J )i (1.10)
may be expressed in terms of a dyad G as
E=J -G(t), (1.11)
where G(#) is defined by the following vector operation on an arbitrary vector J,
J-G({#)=K[J - (J 1) . (1.12)

Thus, the purpose of introducing dyads is to simplify vector expressions. When a dyadic
operator is applied to a vector J, the resulting quantity is a vector with an amplitude and a
direction which are generally different from those of J.
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Figure 1.8: Classification of EM analysis methods.

1.5 Overview on EM analysis methods by S. Maci

The methods of analysis of antennas can be divided into high-frequency and beam (HF&BM)
methods and computational electromagnetics (CEM) methods. Both can be implemented in
software analysis tools; HF&BM are based on analytical formulas, whereas CEM methods are
based on numerical algorithms. A synthetic overview is shown in Fig. 1.8, where the most
used acronyms are given.

HF&BM are used when the size of the problem is very large in terms of wavelengths. Among
the great variety of HF Methods, one can distinguish ray-methods (GTD, UTD, GO), which are
based on asymptotic solutions of the wave equation. These methods represent the asymptotic
field in terms of rays. Ray tracing algorithms must be implemented to treat ray-fields in
complex environments, and this constitutes the main drawback in numerical implementation.
These methods are suited for treating problems of thousands of wavelengths in size, like those
encountered when analyzing antennas or the scattering from complex structures, such as
aircrafts or ships. Also, they play an important role when simulating scattering of complex
multipath scenarios, like in urban environments.

Wave Physical Methods (WPM, e.g., PO, PTD, ITD) represent the scattered or radiated
fields in terms of radiation integrals and provide an asymptotic HF approximation of the
integrand. The most used among them is Physical Optics (PO) [35] (treated in Chapter 7
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of this book), which describes the field scattered by metallic smooth scatterers in terms of
a free-space radiation integral of equivalent electric currents. At each point of the smooth
surface, these currents are identified as those induced on a flat infinite metal plate at the
tangential point. PO is widely used in the analysis of regular and shaped reflector antennas.
Among WPM methods, the incremental (PTD, ITD, ILDC) methods provide diffracted or
fringe field representations in terms of line integrals along edge-type discontinuities. Beam
methods are suitable for representing fields from near to far fields and are used for problems
involving lenses, multiple reflectors and quasi-optical systems. The latter are often referred
to as beam waveguides. Gaussian Beams (GB) and Complex Point Sources (CPS) will be
described later in this book.

Further historical details on high frequency techniques are given here. The Geometrical The-
ory of Diffraction (GTD) by Keller [30] postulates the existence of diffracted rays compensat-
ing the discontinuity of GO field at the so-called incidence or reflection Shadow Boundaries
(SB). These latter are those boundaries where incident or reflected rays abruptly emerge or
disappear due to an edge discontinuity. Keller’s original GTD formulation of diffracted rays
was invalid exactly at the SBs, where the contribution of diffracted rays is more important.
The UTD by Kouyoumjian and Pathak [31] improves this description for wedge-type disconti-
nuities by introducing a transition function that can be multiplied with the GTD-formulated
diffracted rays. Thereby, this gives a uniform compensation of the discontinuity at the GO
ray-field SB. The UTD transition function tends to unity outside a narrow transition region
across the SB and then recovers the GTD description. In [36]-[38] Pathak extended GTD to
the problem of curved surfaces, making use of a canonical solution for cylinders.

Ray field theories like GO, GTD and UTD, fail in the neighborhood of caustics of reflected
or diffracted rays. In fact, the power density associated with ray-fields become infinite there,
and a wave physical description like PO should be invoked to overcome this impairment.
PO is valid also at caustics of reflected and diffracted rays and this is why it is useful in
calculating the field radiated by parabolic reflector antennas. Far from caustics, the asymp-
totic evaluation of the PO radiation integral reduces to the GO description, plus approximate
diffracted rays from the edges. These diffracted rays have a different amplitude coefficient
than those predicted by UTD and they predict a less accurate field. To correct the inaccu-
racy of the asymptotic PO integral, Ufimtsev introduced the Physical Theory of Diffraction
(PTD) [39]. PTD additionally improves the PO currents close to edges by “non-uniform” or
“fringe” currents related to those induced by diffractive effects on the surface of the scatterer.
The description of the PTD is given in terms of PO plus line integral of “elementary edge
waves” along edge discontinuities. The PTD elementary edge waves were also referred to as
Incremental Length Diffraction Coefficients (ILDC) by other authors [40]-[41]. An historical
overview on the origin and development of PTD can be found in [42]. A different approach is
suggested in the Incremental Theory of Diffraction (ITD) [43]-[44], which in contrast to PTD
satisfies reciprocity.

While HF&BM, which have roots in optics, have been developed since the sixties, CEM meth-
ods had their significant evolution since the nineties, with a great improvement in the last
fifteen year [45]-[46]. CEM methods are versatile and general since they can be applied to a
variety of structures of any shape and material structure. On the other hand, the electrical
size of the solution problem increases enormously, and therefore their disadvantage is the
large demand of dynamic memory and CPU time. CEM methods can be divided in Integral
Equation (IE) Methods, Partial Differential Equation (PDE) Methods, and Modal Expan-
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sion (MEX) Methods. These three methods are today often combined in many commercial
software tools because each method is appropriate for different purposes. In particular, IE
are mostly used in open domains, while PDE and MEX are mostly used in closed domains.
However, IE methods can be used in closed domain as well, but they are not competitive with
PDE and MEX methods. Reversely, PDE can be used in open domains, provided that the
domain is closed with absorbing boundary conditions or other alternative techniques. Anal-
ogously, MEX can be used in open domains (for instance using Spherical Mode Expansions),
but limited to specific domain shapes.

IE methods express boundary conditions in terms of radiation from equivalent currents on a
closed surface. These unknown currents are thereafter expanded as a sum of basis functions
with unknown coefficients. Next, these coefficients are determined by averaging the boundary
condition of the integral equation using so-called testing functions. This solution scheme is
known as Method of Moments (MoM) [32], treated in Chapter 4 of this book. The MoM can
be formulated in both space and spectral (wavenumber) domains. The Spectral Domain (SD)
methods are mainly used for multilayer structures and patch antennas, and are described in
Chapter 6.

MoM reduces the integral equation to a set of linear algebraic equations whose solution
requires the inversion of a square matrix. Depending on the matrix size (namely on the
number of unknown), different strategies are used, spanning from direct matrix inversion to
iterative processes (some more details are given in Chapter 4, Section 4.8). Due to memory
storage requirements, when the number of unknowns exceeds some hundreds of thousands
(i.e., size of some tenth of wavelengths), it is not possible to formulate the problem in a
conventional way. Then, groups of unknowns should be used to render a sparse MoM matrix,
with the advantage of reduced memory occupation and number of numerical operations. This
concept is pursued in the Fast Multipole Method (FMM) [47]-[48]. To treat large problems,
a valid alternative to matrix sparsification is matrix compression. This can be obtained
by first combining the unknowns of subportions of the problem into special basis functions,
called Characteristic Basis Functions (CBF) [49]-[50] [49]-[50] or Synthetic Basis Functions
(SFX) [51]. For specific problems with circular symmetry, MoM may be formulated in a
special way, which reduces the complexity to the one of a 2D problem. This formulation is
applied successfully to Body of Revolution (BoR) antennas, like conical corrugated horns and
circularly symmetric reflectors. In most of the practical cases, IE methods are formulated
through surface current unknown, and rarely by volumetric unknowns (polarization currents),
being in the latter case not competitive with respect to finite element approaches.

A second class of CEM methods is based on the solution of Partial Differential Equations
(PDE) derived from Maxwell’s Equations directly. In contrast to Integral Equations, which
use currents on surface as unknowns, PDE uses the EM fields in the volume of interest
as unknowns. There are two different classes of PDE methods arising from two different
solution schemes: the Finite Difference and the Finite Element schemes. In the first scheme,
finite difference equations are used to approximate the partial derivatives. This is done in
both space and time, leading to the Finite Difference Time Domain (FDTD) method [52]-
[53]. Since FDTD is implemented in time, it can cover wide frequency ranges in a single
simulation run when a broadband time-pulse is used, and it can also accurately treat non-
linear material properties. The finite difference equations are solved in leapfrog manner,
where the electric field vector components are solved at a given instant of time and the
magnetic vector components in the same cell are solved at the next instant of time. The
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process is repeated continuously until the transient or steady-state condition is fully evolved.
Yee applied this concept for the first time to Maxwell’s equation in the seminal paper [54]. The
widely known acronym FDTD is indeed due to Taflove [55]. FDTD is of simple implementation
and gives a good physical understanding of the field evolution when using a valid graphic
interface. It can also treat a wide variety of complex structures and combination of linear
and not linear materials. Furthermore, it fits well for parallel processing in CPUs with such
architectures. On the other hand, FDTD presents the following drawbacks: i) the domain
under study is gridded, and therefore a large volume requires very long, and sometimes
unacceptable computation times. i) It does not treat resonances in an efficient way so that
convergence is very slow. Finally, 4ii) it can suffer from instability. In order to truncate
the space-grid, it is possible to use a Perfectly Matched Layer (PML) [56]. PML, introduced
by Berenger in '94, greatly improved the capability of FDTD, rendering it applicable (and
sometimes competitive with MoM) when analyzing antenna problems.

There exists an alternative formulation of the finite-difference case making use of a Transmis-
sion Line Matrix (TLM) approach [57]. This was very early used in a vector two-dimensional
(V2D) implementation [58]. The BOR problem is also a vector 2D problem. Therefore, this
V2D approach can be used to analyze BOR antenna structures with a computational effort
of smaller order than a full 3D solution [59].

The second solution scheme for PDE is constituted by the Finite Element Method (FEM) [60]-
[61]. FEM replaces the volumetric continuous domain into subdomains (finite elements). The
simplest finite element is a linear tetrahedron with four nodes, located at the four corners.
The unknown functions are then represented by simple interpolating functions with unknown
coefficients. The interpolating functions over the tetrahedron are usually a polynomial of first
(linear) or second (quadratic) order, written in terms of the node positions. Thus, the origi-
nal boundary value problem with an infinite number of degrees of freedom is converted into
a problem with a finite number of degrees of freedom, thus leading to a finite number of
unknowns. The solution scheme is obtained by testing the equations with functions equal to
interpolating functions (Galerkin testing) in a similar way as it is done in MoM. The appro-
priate numbering of the nodes in a global system leads to a linear system which possesses a
limited banded matrix, with relevant advantages in terms of inversion time and memory stor-
age. This renders FEM more convenient than a volumetric MoM, which does not satisfy this
property. The difficulty in using FEM in antenna problems is, as in FDTD, the termination of
the discretized domain. Absorbing boundary conditions can be used for this purpose as well
as a formulation referred to as Finite Element Boundary Integral (FEBI) method [62]-[63].
The latter is based on a separation into internal and external regions through the equivalence
theorem, followed by the imposition of the continuity of the tangential components of the
fields at the interface. The internal region is treated by FEM, and the external region is
treated by IE and solved by MoM. Therefore, FEBI can be also seen as a hybridization of the
FEM and MoM scheme, and it is implemented in various commercial solvers. However, due
to the MoM coupling, FEBI matrices are not banded.

We finally mention those methods which, although not being general as the others, are widely
used because they are extremely fast when applicable. These are the Modal Expansion
(MEX) Methods [64]. They consist in dividing a closed domain in several subdomains where
the modes are known in analytical forms. The modal representations in the different regions
are matched together by applying continuities of tangential fields at the domain boundaries,
which also determines the unknown coeflicients of the expansion. The original application of
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this method to waveguide discontinuities and corrugated horns is known under the name of
Mode Matching (MM). Several generalizations of this method are formulated in literature,
which are referred to as Generalized Scattering Matrix (GSM) or Generalized Admittance
Matrix (GAM) [65]-[66]. In both these methods, the domains are more general than simple
waveguide regions, although closed form analytical modes must exist for the fields inside them.
The advantage of these classical methods is that they are extraordinary fast and accurate,
since the problem can be formalized as a microwave network with a limited number of ports.
They are so fast that they can be directly applied during the optimization process of designing
antenna or microwave devices (e.g., corrugated horns and microwave waveguide filters). The
disadvantages consist in their limited range of applicability. However, the applicability can
be extended by hybridization with FEM in domains where modes are not known in analytical
form. The MEX technique applied to periodic structure can be formulated by the use of
Floquet Wave (FW) expansions, thus leading to a method successfully used since the eighties
for the study of Frequency Selective Surfaces (FSS) [67].

A class of hybrid methods, very popular nowadays, is known under the name of Domain De-
composition Methods (DDM) [68]-[70]. These methods solve large boundary value problems
in terms of several smaller domain boundary value domain problems, with overlapped or
disjoined domains. DDM allows for the use of different techniques in the various subdomains,
and thereby massive numerical parallel processing. DDM can be thought as the generaliza-
tion of a MEX method to open domains [71], for those cases where the domains are disjoined
and spherical wave or beam expansions are used in the network description.

Today, all the main software companies for EM solvers have implemented MoM, FEM, FDTD
and Mode Matching in their products, and most of them also have HF ray-based solvers. The
formulations inside the solvers are rapidly evolving in successive releases. However, each of the
most popular software became famous for one particular method. For instance the ANSYS-
HFSSTM [72] has an original release based on FEM, FEKOTM [73] on MoM CSTTM [74], on
a special version of FTDT, GRASPTM [75] on PO and UTD.
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Chapter 2

Characterization of directive
antennas

The purpose of the present chapter is to define and describe in general terms the different
quantities that are normally used to characterize microwave antennas. All these quantities are
functions of electromagnetic fields or currents, and these fields and currents are everywhere
in this book assumed to be time-harmonic. Time-harmonic fields are most conveniently
described by complex vectors. Therefore, we start by defining these as well as the related
time average power density (Section 2.1).

Radiation fields are waves propagating in the radial direction away from the antenna. Far
away from the antenna they can locally be thought of as plane waves. So we describe the
plane wave and its possible polarizations in the rectangular coordinate system in Section 2.2.
This description comes as a simple introduction to the more complicated treatment of the po-
larization of the radiation field in the actual spherical coordinate system in Section 2.3. This
section also deals with the far-field function and the different radiation patterns extracted
from it, as well as the directive gain and the directivity.

Several antennas consist of rotationally symmetric structures that are excited in some way,
e.g., by a dipole located on the symmetry axis. Rotationally symmetric structures are also
called Bodies of Revolution (BOR). For BOR antennas which are excited with azimuthal field
of no or simple variation, there are some important and useful relations between the radiation
fields in different planes. These are described in Section 2.4.

The antenna is always part of a system which also includes at least a transmitter or re-
ceiver. The system performance is best characterized in terms of the antenna gain G (also
called power gain), effective aperture, ohmic losses, antenna noise temperature T and the
figure of merit. In a communication system, the latter is also called G/T (say “G over T”).
These quantities are defined in Section 2.5. We will also present the equivalent circuits of
transmitting and receiving antennas.
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2.1 Time-harmonic electromagnetic fields

We will in this course calculate the electric and magnetic fields generated by given electric
or magnetic source currents!. When the source current varies fast with time, we may get
radiation of propagating electromagnetic fields. Such a wave propagation is most simply
studied for the case that the sources have a steady sinusoidal time variation of the form

cos(wt + ¢) = R{e? @Y (2.1)

where ¢ is the phase in radians and w = 2nf = 2x/T is the angular frequency in radi-
ans/seconds with f the frequency in Hz and T the period in seconds. Then, all the resulting
fields must be time-harmonic as well. The fields are generally vector functions of all space
coordinates and the time, so we may write

E(z,y,2,t) = R{E(z,y,2)e’"} , (2:2)
H(w,y,2t) = R{H(x,y, 2)e™'} | (2.3)
where E(z,y, z,t) and H(z,y, z,t) are instantaneous values of the E- and H-fields, respectively,

at a time ¢ and location r = 2% + yy + 22. E(z,vy,2) and H(z,y, z) are time-harmonic vector
fields of the form

E(z,y,2) = Ey(z,y,2)X + Ey(x,y,2)y + E.(z,y,2)Z , (2.4)

where E,(z,y, z), Ey(x,y,2) and E.(z,y, 2) are complex functions, and similarly for H(z,y, 2).
All the formulas and the results in this book are expressed in terms of such time-harmonic
vector fields (and currents). We do normally not need to generate the instantaneous field and
current functions from the time-harmonic versions, although it can be done by using (2.2)
and (2.3). The instantaneous power P(t) crossing a closed surface S with a normal fi can be
calculated from (see [1, Section 8-5.1])

P(t)= [ Ex i -2ds , (2.5)
S

where E x H is called the instantaneous Poynting vector. The fields are periodic with period
T, so the power averaged over a period T must be constant independent of t. It becomes

1

Pae= 1 /0 P(t)dt = Lj(wm ) | (2.6)

where 1
Wave = 5%{E x H*} | (2.7)

is the time average Poynting vector or power density vector. The factor 1/2 in (2.7) comes
from time averaging over the product of two cosine functions, containing the harmonic time
dependences of the E- and H-fields, respectively. We could also have removed this 1/2 fac-
tor if we had defined E(z,y,2) and H(z,y, z) as the Root-Mean-Square (RMS). Also called
effective complex fields instead of peak values. The consequence of assuming time-harmonic
electromagnetic fields is that the analysis needs to be done for one frequency at the time. In
practice the analysis must be done for some discrete frequencies over the operational band-
width of the antenna. It is often sufficient to choose the three frequencies representing the
lower band-edge, the center, and the upper band-edge.

1 For more information about radiation from current sources, see Chapter 4.
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2.2 Plane waves and their polarization

At an observation point far away from an antenna we can always regard the radiation field
locally as a propagating plane wave. Therefore, the fields incident on a receiving antenna
can normally be considered as a plane wave. The time-harmonic E- and H-fields of a plane
wave propagating in positive z-direction in free space are described by?

E = Eie % = [E,x + E,y]e " | (2.8)
1. 1. P | X ok
H=-—- xE:—szte J sz[—ny—l—EIy]e J Z, (29)
n n

where n = 377Q ~ 1207 Q is the wave impedance in free space,
k=2m/\

is the wavenumber and X is the wavelength. E, is the E-field vector with the propagation

factor e7%* omitted. The wavelength in free space can be calculated from the frequency f
by using
c
A=—,
f

i.e., A[mm] ~ 300/ f[GHz] where ¢ = 2.99790 x 10* m/s is the phase velocity in free space (also
called the speed of light). The power density vector becomes

1 1
Wave(flf,y,z) 5%{E X H*} = %[E X Z X E*]
(2.10)

1 1

%IEtI” = %[\Em\z + 1B, ")z ,

which means that there is a propagation of power in the positive z-direction.
The electric (and magnetic) fields have both z- and y-components, i.e., E, and E,, and H,
and H,, respectively. The electromagnetic wave is said to be polarized. This property makes
it possible to simultaneously modulate different signals on E, and E,, at the same frequency.
Thus, we are able to re-use the frequencies in a communication system and essentially double
the capacity. Generally, we may re-use frequency by making use of any pair of orthogonal
polarizations, not only the z- and y-polarizations. In order to enable use of both polarizations,
both the transmitting and receiving antennas must be designed for good isolation between
the two polarizations. This means that if we have modulated different signals on the two field
components, we must be able to detect them without mutual interference. Such requirements
are formulated by treating one of the polarizations as the desired (co-polar) polarization,
and, when this is excited, the second orthogonal polarization is undesired (cross-polar). The
isolation is then the ratio between the co-polar and cross-polar components. When the second
polarization is excited, this is co-polar and the first is cross-polar. The isolation for this case
will be the same if we consider the same dual-polarized antenna (due to reciprocity).

The polarization is always determined from the characteristics of the E-field and can be
described in terms of a desired co-polar component E., which is parallel with a co-polar unit
vector co, and an undesired cross-polar component Fy, which is parallel with a cross-polar

2 See any textbook on basic theory of time-harmonic electromagnetic fields, e.g., [1].
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unit vector xp, which is orthogonal to co. Both co and Xp are orthogonal to the propagation
direction z. Thus, we can recast the total E-field as

E = (EcoCo + FyxpXp)e 77 . (2.11)

The co- and cross-polar unit vectors are generally orthonormal complex vectors, satisfying
|co|* = co-co* =1, co-xp" =0, (2.12)

IXpl>=xp -xp" =1, Xp-co" =0. (2.13)

Therefore, the co- and cross-polar components of the E-field (E;) can be found by scalar
multiplication of the E-field with co* and xp*, respectively, i.e.,

E., =E, co*, Ey, =E,-xp* . (2.14)

2.2.1 Linear polarization

When the E-field is y-directed, we refer to it as linearly y-polarized. If this is the desired
co-polar polarization, we have®

co=y, Xp=x, (2.15)
ECO :Et y* :Ety:Ey 5 (216)
Egp=E, %x=E,-x=E, . (2.17)

For a co-polar linear polarization in z-direction we choose correspondingly?

co=x%x, Xp=-y. (2.18)
A linear polarization is often referred to as being horizontal (HOR) or wvertical (VER). A
HOR polarization is horizontal relative to the ground. It is defined mathematically by a real
co L f | z where n is the normal to the ground and z is the direction of propagation. The
E-field of a VER polarization is not necessarily normal to the ground (i.e., we normally do
not require that co = f, but rather co lies in the plane defined by z and f). This makes it
possible to use the terms HOR and VER polarizations also of waves not propagating parallel
with the ground, such as a wave leaving ground in a certain elevation direction (Fig. 2.1). The
horizontal and vertical polarizations are often also referred to as perpendicular and parallel
polarizations, respectively, relative to the elevation plane.

Generally, an arbitrary linear polarization can be defined by co- and cross-polar unit vectors
of the form
co = cos&X +sinéy (2.19)

Xp = sinéx — coséy . (2.20)

We see that £ = w/2 for a desired y-polarization and £ = 0 for a desired z-polarization. If we
do not require a specific direction of the linear polarization, we can choose £ in such a way
that the cross-polar component of the field is minimized.

3 We could also have chosen Xp = —% or more generally Xp = e/?% with ¢ on arbitrary phase.
4 We could also here have chosen Xp = ¥ or Xp = e/?y in the same way as for the co-polar y-polarization.
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elevation angle
A a A a
Figure 2.1: Illustration of horizontal (left) and vertical (right) polarization of an antenna with a
certain elevation angle o measured from the horizon.
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Field vector as a function of z at =0 Field vector as a function of ¢ for z=0

Figure 2.2: *A linear z-polarized wave (upper) and a right-hand circular (RHC) polarized wave
(lower), plotted as a function of z for fixed ¢ (left) and as a function of ¢ for fixed z (right). There
exist MATLAB code which generates videos of the field vector as a function of z when the time ¢
increases.



2.2. PLANE WAVES AND THEIR POLARIZATION 26

2.2.2 Circular polarization

A plane wave can also have an E-field that rotates an angle 27 in the xy-plane when the time
passes through a period T. This rotation of the E-field may either be observed i) at a given
position in space as a function of increasing time; or, i) at a given time as a function of z
along the direction towards which the wave propagates. In both cases the fields may have
either a right-hand or left-hand rotation, corresponding to the directions of the fingers of
respectively the right or left hand when the thumb is pointing in the direction of propagation
of the wave (i.e., the positive z-axis). However, the two observation methods i) and i) give
different answers to whether the rotation direction is right-hand or left-hand. Observation
method ) is always chosen for the definition by convention (Fig. 2.2°).

We thus simply define right-hand circular (RHC) polarization for waves propagating in the
z-direction by the unit vector

co = (% — j3)/V2 . (2.21)

which means that the y-component has a phase factor —j = e 7"/? compared to the z-
component. In other words, the y-component of the field is delayed by t, = T/4 (i.e., a
quarter of a period) compared to the z-component. Let us study in more detail a RHC-
polarized plane wave of the form

E = co e 7% = (x — jy)e 7 /V2 . (2.22)
The time-varying field is
E(z,t) = R{E“'} = E,(2,0)% + Ey(2, 1)y , (2.23)
with
E.(z,t) = R{E - %'t} = cos(wt — kz)/V2 ,
E,(2,t) = R{E - ye/**} = cos (wt - % - kz) /V2

ca(a (o T) k) e 220

—cos(wtk<z+i‘>)/\f2.

The above E(z,t) for RHC circular polarization is plotted in Fig. 2.2 as a function of z for
t =0 and as a function of t for z = 0. E(z,t) for linear z-polarization is also plotted. We see
that the plot shows a right-hand circular spiral when E(z, ) is plotted as a function of t. The
cross-polar unit vector which corresponds to co in (2.21) is®

Xp = (X +jy)/V2 (2.25)

When the propagating E-field has the form in (2.11), we find the complex amplitudes of its
co- and cross-polar fields to be

E. =E - co* = (B, +jE,)/V2, (2.26)

5 There exist Matlab code for all figures of which the caption start with *.
6 We could also have chosen Xp = (§ — j%)/v/2 or (2.25) multiplied with any complex constant of unit
amplitude.
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Egp=E xXp* = (E, —jE,)/V2. (2.27)

The complex values can be expressed in terms of their amplitudes and phases, according to

E, = |E,|e’% | E, = |E,|e%v . (2.28)

We see that Ey, = 0 if |E,| = |Ey| and ¢, — ¢, = —m/2. This corresponds to the condition
described in the next paragraph.

The RHC circularly polarized wave can be excited by two orthogonal, but otherwise equal,
linearly polarized antennas. Assume that the two antennas are z-and y-polarized, respec-
tively. Then, the 90° delay of the signal on the y-polarized antenna relative to the x-polarized
one can be obtained by connecting the a- and y-polarized antennas to the in-phase (0°) and
quadrature (—90°) outputs of a 3dB hybrid power divider, respectively. Alternatively, we
can feed the y-polarized antenna through a cable which is Az = \./4 longer than the ca-
ble feeding the z-polarized antenna where, A. is the wavelength in the cable. We also can
generate circular polarization by using helical antennas and many other ways.

We define left-hand circular (LHC) polarization correspondingly by co and cross-polar unit
vectors of the forms
co = (X +jy)/V2, (2.29)

xp = (%~ j§)/V2 . (2.30)

Generally, we may define a desired elliptical polarization by the unit vectors
co = [k + Aed2?y]/\/1 + A2 | (2.31)
Xp = [~ Ae 7% 4 §]/V/1 4+ A2, (2.32)

where A and A¢ are real constants. However, the elliptical polarization has no practical
interest as a desired polarization, although in practice linearly and circularly polarized fields
are often elliptically polarized as the cross-polarization is never identically zero. An elliptical
polarization is obtained by adding two orthogonal circular polarizations with different am-
plitudes, or by adding two orthogonal linear polarizations with different phases. Adding two
orthogonal circular polarizations with equal amplitude gives linear polarization. Adding two
orthogonal linear polarizations with 90° phase difference and equal amplitudes gives circular
polarization.

2.2.3 Axial ratio and cross-polarization

The polarization ellipse is the curve which the peak of the E-field describes when the time
varies in a plane normal to the propagation direction of the wave. The ellipse can be charac-
terized by its maximum and minimum field values, | Emax| and |Emin|, respectively. The Axial
Ratio (AR) of the ellipse is defined by

2
dB . (2.33)

max

(AR)4p = 101log

min
For a desired circular polarization the AR in dB and the amplitudes of the co- and cross-polar
fields are related by

[ Eco| + | Expl

2
B. 2.34
Eco|—|Exp|] d (2:34)

(AR)dB =10 log |:
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For an ideally circularly polarized wave the AR is unity (0dB). The axial ratio is infinity for
an ideally linearly polarized wave.

The cross-polar level can be quantified in four different ways: by the cross-polar decoupling
(also called the cross-polar isolation)

2

ECO
(XPD)gg = 10log dB (2.35)
Eyp
by the relative cross-polar level
o2
(XP)gg = 10log |[=2| dB, (2.36)

by the polarization efficiency which is the ratio in dB between the co-polar power density
and the total power density of the wave, i.e.,

| Eeol?
(epol)dB = 10 log <|‘E‘CO|2—|—|_E‘XP|2 dB . (237)

2.2.4 Example: Amplitude and phase errors in circular polarization
excitations

Circular polarization is often generated by using two linearly polarized antennas. In this
case, it is important to know how accurate the two linear excitations need to be relative to
each other. We will study this.

Consider an x-polarized plane wave of unit amplitude and a y-polarized plane wave of ampli-
tude jAe’2?, both propagating in the positive z-direction. The combined wave has left-hand
circular (LHC) polarization when A =1 and A¢ = 0. Find the requirements to the maximum
acceptable deviations of A (in dB) or A¢ (in degrees) from these values which give a cross-
polar decoupling better than 25dB. What is the polarization efficiency and axial ratio in this
case?

SOLUTION:

The vector amplitude of the combined z-propagating wave is (see (2.8))
E; = E,x+ B,y = x + jAc/2%y |

with A = 10a8/2° The co-polar LHC component is found by using (2.14) with (2.29) for
the co-polar unit vector:

Eeo =E; - 0" = (X +jA2?y) - (k= j§)/V2 = (1 + A’2) V2 .

The cross-polar RHC component is correspondingly found from (2.14) using (2.30) for the
cross-polar unit vector:

B =B, Xp" = (X +jAS29) - (X +j9)/V2 = (1 - A2) V2.
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Figure 2.3: *Amplitude error (left scale) and phase error (right scale) of circular polarization
excitations as a function of resulting relative cross-polar level.

The resulting relative cross-polar level is

E

‘ 1 — Ael2?
ECO B

1+ Aeito

We can now evaluate this for different (A)qs and A¢ in order to find the requirements on (A)ap
and A¢. We have done this and plotted the results in Fig. 2.3*.The polarization efficiency
as obtained by (2.37) is plotted in Fig. 2.4*.

In addition, let us use a more elegant approach by deriving approximate expressions valid for
small (A)ag and A¢. These will be useful for rapid calculations by hand. We first consider
the case that there are only amplitude errors (i.e., A¢ = 0). Then, by using one of the series
expansions in Appendix B, we get

A =10a/20 & (1 4 0.115(A)aB) for (A)qp << 4.3dB .
This gives from (2.36)

Eyp
Eeo

~
~

P — ‘ ~ 0.0575|(A)ap| ,

~0.115(A)a
2+ 0.115(A)qp

(XP)ag ~ —25 + 20log |(A)ap| dB .

Thus, the cross-polarization is —25dB when the amplitude error is (A)qg = 1dB. The axial
ratio is found by using (2.34) with Emax = 1 and Ewin = A or opposite. Thus,

(AR)ap = |(A)as| -

Let us now consider the case that (A)qg = 0dB and A¢ <« 180°, i.e., only phase errors. Then,
we get by using an expansion formula in Appendix B

s
180°

AP = 20 =1+ j(AQ)rad = 1 + = (A)° .
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Figure 2.4: *Polarization efficiency as a function of relative cross-polar level.

Further, using (2.36)

XP — ‘EXP — ’ _j(A¢)rad ™

_J\FVrad | T (A
Eeo| |2+ j(Ad)raa 360 89)"
(XP)ag = 20log XP = —41 + 20log |(A¢)°| dB .

Thus, when the phase error is 1°, the relative cross-polarization is —41dB. The axial ratio is
found by using (2.34). We get

1+ |Exp/Ecol 7r

AR)gp = 20log |— XLl 4B & 90 log |1 A)]°| dB

(AR)ap = 201og | EhEe | B ~ 20108 [1+ 17 (A0 d
~ 20(log e) 1;)0 (Ag)° dB = |(A¢)°|/6.3 dB ,

where we have made use of another series expansion from Appendix B. Thus, the axial ratio
in dB due to phase errors can readily be calculated by dividing the phase error (in degrees)
by 6.3.

For low cross-polarizations, the polarization efficiency in (2.37) becomes,

Eyp

(epol)dB =10 log (1 —

2
) dB = —4.3|Ey,/Eco|* dB ,
co
by using also an expansion formula from Appendix B. We see that common relative cross-
polar power levels below 0.01 (i.e., —20 dB) cause very low losses. Studying the above formulas,
we see that our numerical example gives the following answer. In order to get the cross-polar
decoupling better than 25dB (i.e., the cross-polar level lower than —25dB), we need

|(A)dB‘ <1dB when A(b =0,
(Ag)° <6.3° when (A)gg =0 .
The axial ratio is 1dB in both cases, and the polarization loss is 0.014dB. The results can

also be read out of Fig. 2.3. The polarization efficiency is plotted in Fig. 2.4 as a function of
the relative cross-polar level.
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ports 3 and 4 in the same
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L’ L’ septum
N >< © /
@o @

— —

v v,
ports 1 and 2
in rectangular waveguide
@ 9 9 (b)

Figure 2.5: Illustration of four-port polarizer (a) and drawing of septum polarizer (b) with rectan-
gular and square waveguide ports.

2.2.5 Polarizer for generating circular polarization

In order to generate dual circular polarization from two linear ones we need a polarizer. This
can be realized in many different ways. In most cases we can represent it as a passive circuit
component with four ports (Fig. 2.5), which for the ideal lossless case is described by the
scattering matrix

0 0 1 —j

1 ]0 0 —j 1
Sul=711 =5 o ol

i1 0 0

where S;; = V,~ /VJ*, with V7 is the amplitude of the wave leaving port i, and VjJr is the
amplitude of the wave exciting port j, both of them for the case when V" = 0 for k # j.

The polarizer works as follows: We connect ports 3 and 4 to two similar and lossless but
orthogonally x- and y-polarized antennas which are impedance matched to the characteristic
impedance of these ports. Then, from this excitation, there comes a propagating wave of the
form ‘ ‘

Ee 7% = (V"% +V y)e 7%

If we excite port 1 with unit amplitude, i.e., V;* = 1, the signal out of port 3 has amplitude
vV, =S, V;" =1/v2 and that out of port 4 has V,” = S, V;" = —j/v/2. Thus, the combined
field has the form

El = ‘5’31& + 5415’ = ()A( - ]y)/\/i )

which represents RHC polarization according to (2.21). When port 2 is excited, we get
correspondingly

E2 = 532& + 54257 = <_.]>A( + }A’)/\/i = (_.])(f( +Jy)/\f2 >
which represents LHC polarization according to (2.29).

A polarizer, can for, instance be realized as a microwave circuit with four coaxial ports. It can
also be realized with circular waveguide input and output. Then, each of the two orthogonal
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linear polarizations in the single mechanical input of the circular waveguide represent ports 1
and 2, respectively. The single output circular waveguide contains both the two orthogonal
linearly polarized output ports 3 and 4. Thus, in this case both input circuit ports 1 and 2
are present in the same physical circular input waveguide port, and similarly both output
circuit ports 3 and 4 are present in the same physical output circular waveguide port. The
septum polarizer is a very compact polarizer. This is realized with two physically separated
rectangular waveguide input ports 1 and 2 (see Fig. 2.5b), and a physical quadratic or cir-
cular output waveguide containing both the circuit ports 3 and 4. The quadratic or circular
waveguide output is very convenient, in particular for feeding circular waveguide horn anten-
nas with dual circular polarization. The physically separate input ports are convenient as no
extra orthomode transducer is needed.

2.2.6 Example: Mismatch in polarizer

a) Assume that the z- and y-polarized antennas on ports 3 and 4 in Fig. 2.5 have 75 Q input
impedances, whereas the polarizer ports have 50 {2 impedances. Determine the relative cross-
polar level and the relative radiated power when we excite port 1 with a unit wave and port 2
is terminated with 50 (2.

b) Repeat the calculations for the case when port 2 is short-circuited.

SOLUTION:

a) When ports 3 and 4 are terminated by 752, the reflection coefficients are
vt vt _ 75-50

3 4

Vo V- 75450

r

=02 (ie., —14dB).

If port 1 is excited, the waves leaving ports 3 and 4 are S,, = 1/v2 and S,, = —j/V2
respectively. These are reflected and create output signals on ports 1 and 2 according to

Vo =18, (1/V2) + 78, (=j/V2) = (r/2) = (r/2) = 0,

1

V.o =7S,,(1/V2) +7S,,(—i/V2) = —j(r/2) — j(r/2) = —jr .

2

Thus, equal reflections on ports 3 and 4 cause a wave out of port 2 (i.e., coupling to the
orthogonal polarization). If port 2 is ideally impedance matched, V" = 0 and there is no
reflection back into the polarizer. Therefore, the wave amplitudes on ports 3 and 4 do not
change, so the polarization is ideally RHC as in a) with zero cross-polar level. The total
radiated power, which is the mismatch factor of the polarizer circuit, becomes one minus the
relative power lost in the dummy load at port 2:

eraqa =1 — 7[> =10.96 (i.e., —0.18dB) .
b) In this case we still have 75Q on ports 3 and 4, but we now consider the case when

port 2 is short-circuited. Then, V;r = —V_~ = jr, which gives a new output on ports 3 and 4
providing an E-field of the form

E, = V;Sszf( + ‘/;+S42$/ = (T/ﬁ)(f( +Jy) ,
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which is LHC and therefore cross-polar. This is again reflected by the 752 load, giving rise to
multiple reflections in the polarizer, but these do not destroy the cross-polar level determined
already by E,. The relative cross-polar level becomes

E
(XP)4B = 20log <’E2

1

> =20log|r| =—-14dB .

And from (2.34) the axial ratio becomes

1+ |r|
1—|r|

Therefore, mismatches after a polarizer circuit will either cause losses or create cross-polariza-
tion or both together.

(AR)4p = 201log

‘ = 20log

1.2
—2| =35dB.
0.8‘

2.3 Radiation fields

This section generally describes the radiation fields of antennas and how we characterize
them. When we observe the radiated fields at a point r at a very large distance r from the
antenna, the field variations with distance and direction ¢ = r/r from the antenna become
separable according to E(r) = G(t)e™*"/r. Therefore we need only to measure the direction
dependence G(t) of the amplitude and phase of the field in order to reconstruct it at any point
far away from the antenna. This property is of course very useful, and it is of importance to
know the distance outside which we can use it safely.

Moreover, there exist other theoretical cases for which the r dependence is separable from
the direction dependence, and for which the r dependence is different from e=7*"/r. For
example, in two-dimensional (2D) field problems the field varies as e 7*" /\/r at large distances.
However, ideal 2D antennas are infinitely long and hence not realizable, so we will in real life
always observe the e *"/r dependence for large r. Still, some long antennas and scatterers
may be treated approximately as 2D structures in order to facilitate the analysis within
certain distances from them, but we will not consider such cases in this book.

Note that the above e 7*"/r dependence is valid only when the antenna is located in free
space (i.e., in vacuum). In reality there will be surrounding structures and the atmosphere
that affects the radiation field. Still, the theoretical free-space environment is very useful in
characterizing antennas. The effect of neighboring structures is often negligible if they are
not located in the direction of the main beam. Thus, the vacuum is a good model for the
atmosphere unless there is heavy rain, fog, smoke or atmospheric disturbances.

2.3.1 Field regions

The radiation field is most often interpreted to be the field in the far-field region at which
the r and t dependences of the fields are separable. This appears gradually when r increases,
but it has appeared to a very high accuracy when *

r>2D*/\ . (2.38)

7 This relation will be derived in Section 4.2.
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Figure 2.6: Ilustration of different field regions around the antenna.

Here D is the largest diameter of the antenna, or more precisely the diameter of the smallest
sphere that contains all structural parts of the antenna. Note that this sometimes may
include a ground plane on which the antenna is located. The above condition is referred
to as the far-field (or Fraunhofer) condition or criterion. The condition in (2.38) is not
unique. Sometimes r > (D?/)) is sufficient. It depends strongly on the antenna type and the
environment. Also, sometimes D in (2.38) is replaced by an effective diameter. Therefore, in
practical work it is important to state clearly the far-field condition being used. In theoretical
work, we may simply assume that r — oo in the far-field.

The region for which r is smaller than D?/X or 2D?/) is called the near-field. The near-field
is also a radiation field. Indeed, the radiating power is dominating everywhere in the near-
field except very close to the antenna, where reactive oscillating and nonradiating power may
dominate. The extent of this inner reactive near-field region cannot be defined in general
because it depends strongly on the antenna geometry. However, often the reactive effects
vanish at 2-3 wavelengths away from the antenna. The outer and largest part of the near-
field region is correspondingly called the radiating near-field. These different field regions
are illustrated in Fig. 2.6.

We will only discuss far-fields in this book, except when studying the Gaussian beam in
Section 5.7.

2.3.2 ”Radiation fields” of receiving antennas

Most of this book is devoted to electromagnetic field analysis of antennas in order to determine
their radiation patterns and equivalent circuits. All this analysis is done by considering
radiating antennas (i.e., antennas in transmitting mode). In practice, most antennas are used
both for transmission and reception, so the receiving mode analysis is equally important as
the transmitting mode analysis. Despite this, the analysis methods and their terminology are
closely linked to those used for the transmitting antenna. This can be justified by the fact
that wave propagation satisfies reciprocity. There is an exception related to waves in some
magnetic materials, but such materials are traditionally only used in nonradiating waveguide
components and not in the radiating parts of an antenna.
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Reciprocity®, is a general relation between sources and resultant fields, or between the related
currents and voltages. Reciprocity states that if a current source which is present at the port
of an antenna a causes a certain voltage measured at the port of another antenna b (which
may be located far away from antenna a), then, if we instead excite antenna b with the same
current as antenna a had, we will measure the same voltage at the port of antenna a which
we first measured at antenna b.

Physically, this means that the antenna structures and the environments between the two
antennas affect the amplitude and phase of the transferred fields between the two ports in
the same way independent of which direction the wave propagates. This is true independent
of which antenna is transmitting and which is receiving. Therefore, it is sufficient only to
analyze the antennas in transmitting mode. The performance on reception is reciprocal.
Some papers (mainly old ones) calculate the properties of antennas when they operate in
the receiving mode, but today the radiation analysis dominates because it is much simpler.
Also it is far more easily extended from simple approximate solutions to more accurate and
complicated numerical solutions. It is not at all recommended to try to perform field analysis
of antennas in the receiving mode. Once the equivalent circuits of the antenna have been
determined, an antenna can easily be analyzed as a part of the system, even in the receiving
mode, by using network and circuit theory?.

2.3.3 Far-field function and radiation intensity

From the discussion at the beginning of Section 2.3 we may write the far-field at a point r
generally as
1 .
E(r) = —e " G(%) , (2.39)
r
where 1/r is the divergence factor, e™7*" is the phase factor and G (&) is the complex far-field
function (we can also call it the radiation field function), and where

r=xXx+yy+zz, r=+z2+y*+22 and T=r/r. (2.40)

The radiation field is most conveniently represented in a spherical coordinate system with
origin somewhere inside the antenna structure (Fig. 2.7). This gives

T = sinf cos X + sin O sin py + cos bz , (2.41)

where 6 is the polar angle and ¢ is the azimuth angle. Therefore, we may also express the
far-field as

1
E(r,0,p) = ;e_ﬂ”G(G,(p) . (2.42)

Eq. (2.39) and (2.42) express the E-field both a) as a spherical wave originating from r = 0,
and, b) locally for large r as a plane wave. In this book we use both the notations in (2.39)
and (2.42). We will express the fields and far-field functions henceforth in terms of the unit
vector T or in terms of (0,¢). That is, G(t) = G(6, ¢).

The corresponding H-field is

1
H(r,60,0) = 5f’ x E(r,0,¢), (2.43)

8 Reciprocity will be studied further in Section 4.5.
9 For more information see Section 2.6.1
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Figure 2.7: The spherical coordinate system for representation of radiation fields.

which is the same relation that was used for the plane wave in (2.9). The power density
vector Waye is found by using (2.7):

1

1 1
Waeo = —R{ExH*} = = — L)% . 2.44
FME X H'} = -GG o)t (2.44)

For antennas, it is common to introduce the radiation intensity U(0, ), which is the radiated
power per unit solid angle. This becomes

U(0,0) = 1 (Waw 1) = o[G0, 0)]
) U (2.45)
- % [|Gco(03 90)|2 + |GXP(9’ 50)|2] ’

where the co- and cross-polar far-field functions Geo (6, ¢) and Gxp (8, ¢) are found by using
co-and cross-polar unit vectors co(6, ) and xp(0, ») that are orthogonal to t, according to

(0, )

,p) - co”
: XAp* (07 90)

, (2.46)
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The unit vectors co(6, ) and xp(6,) can be defined for wave propagation in a direction
t = #(0, ¢) in the same way as the corresponding unit vectors in Section 2.2 for a plane wave
propagating in a direction z. This will be treated in Section 2.3.5.

2.3.4 Phase reference point and Fraunhofer approximation

The phase of the radiation field is determined by the imaginary part of the exponent of the
phase factor (—kr), plus the phase of the far-field function G(0, ). The phase of the field at
a given point r must be independent of where we locate the origin of the coordinate system,
from where r is measured, as long as the antenna is located at the same physical position.
Therefore, as the phase factor e ™7*" varies rapidly with even small relative changes in r (when
r is large), the phase of the far-field function will change rapidly as well. From this it is clear
that the far-field function has a phase reference point, which actually is the point from which
r is measured. This is normally the center of the coordinate system.

Let us now see how the far-field function changes when the phase reference point is moved
from the origin of the coordinate system to a point r, = z,X+ v,y +2,2. The E-field E(r, 6, )
at a point r = R + r, must be independent of the phase reference point for a given antenna.
Therefore,

E(r,0,0) =E(R,0,¢) , (2.48)
where E(R, 0, ) is the E-field expressed in the translated coordinate system with origin at
r,. By using (2.42) on both sides of (2.48) we get

LeING(0,0) = e IRG (6,) (2.49)
:

where R = |r — r,|. Let us now use the following two approximations, which are commonly
known as the Fraunhofer approzimations'®, and substitute

1 1
SRR and r~R+r, T, (2.50)

in the amplitude and phase expressions, respectively. These approximations are easily un-
derstood by studying Fig. 2.8. They are according to (2.38) valid when R > 2r?/). Using
them, the far-field function G'(6, ¢) with the new phase reference point r, becomes

G/(0,0) = G(0, ) 7" = G(0, p)e 0T, (2.51)
which is a simple phase transformation of the original far-field function G(6, ).

If instead of moving the phase reference point, we move the antenna itself from the origin
to a point r, in the coordinate system, then the far-field function of the antenna in its new
position becomes

G,(0,0) =G0, p)e/*TaT (2.52)
when both G, (6, ¢) and G(0, ¢) have their phase reference points in the origin of the coordi-
nate system. This follows from similar arguments as those which were used to derive (2.51),
using r, = —r,. When the coordinate system is moved, the field is the same in a given fixed
point relative to the antenna. In contrast, given a coordinate system, when the antenna is
moved over a small distance relative to a fixed observation point, the field at the observation
point changes only by a phase factor. Recall that the latter holds only if r > 2r2 /X and
r>2D?/\.

10 See Section 4.2.2.
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Figure 2.8: Moving the phase reference point from the origin to a point r,.

2.3.5 Polarization of radiation fields

The far-field is locally a plane wave, so we may use the formulas in Section 2.2 to find the
co- and cross-polar components of it. To enable this we replace the unit vectors x, y and z
by those of a primed coordinate system with 2’(0, ) = ¢, and

%/ (0, ) = cos ph — sin o |, (2.53)

¥ (0, ) = sinph + cos o , (2.54)
where 6 and ¢ are the unit vectors in the directions of increasing 6 and ¢, respectively.
Then, when 6 = 0, we see that 2’ = ¢ = 2, (0,¢) = %, and §'(0,¢) = y. Based on Eq. (2.19)
and (2.20), in this new coordinate system we can define an arbitrary linear polarization by
the co- and cross-polar unit vectors

co(f, ) = cos&x'(0,¢) +sin &y’ (6, ¢) ,

XAp(e, 50) = sin fﬁl(ga QO) — COsS 691(97 90) )

where ¢ = 0 (¢ = m/2) corresponds to z-polarization (y-polarization) on the axis. We can
substitute (2.53) and (2.54) and express co(6, ¢) and xp(6, ) in the alternative forms

co(f,¢) = cos(p —€)0 —sin(p — )@ ,

Xp(0, @) = —sin(p — £)0 — cos(p — &) .

These unit vectors define a pure linear polarization for all real choices of the angle &. The
polarization performance of the antenna naturally will depend on how we choose ¢ (i.e.,
on how we align co and xp relative to the radiated field of the antenna). One way to
choose £ is to optimize it for each direction (6,¢) in such a way that the cross-polar level
is as low as possible. Fortunately, the cross-polar characteristics of an antenna are mainly
of interest inside the main beam. Inside narrow beams, the optimum value of £ does not
vary significantly. Therefore, for all pencil-beam antennas we may adjust £ (e.g., align the
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Figure 2.9: Coordinate systems for measuring co- and cross-polar fields according to Ludwig’s third
definition using a far-field measurement range. Note: The antenna is shown for the case when y = 1,
which means that we measure the radiation pattern in the ¢ = 0° plane.

antenna) for minimum cross-polarization on the axis and use this value of ¢ inside the whole
main beam.

Using this approach means that a y-polarized antenna is characterized by co- and cross-polar
unit vectors of the respective forms

co(6,¢) = §'(0,p) = sin B + cos o , (2.55)

Xp(0, ) = X'(0,¢) = cos pf — sin p@ . (2.56)

Similar definitions can be used for linear a-polarization. The definition given in (2.55) - (2.56)
is often referred to as Ludwig’s third definition [2], which applies to pencil-beam antennas. It
also applies to feeds used in reflector antennas, even when they have broad beams.!!

For RHC polarization we get

co(0, ) = [X'(6,0) — 43 (6, 9)l/V2 = e 9%(6 — j@]/V2 (2.57)

Xp(0, ) = [X'(6,9) + 59" (0,9)]/V2 = €716 + j@] /V2 (2.58)
and correspondingly for LHC polarization

co(6, ) = [X'(6, ) + 330,01/ V2 = 7[0 + @] /2, (2.59)

11 See Section 9.2.2 and Section 9.3.1.
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Xp(0,0) = [X'(0,¢) = 53 (0,0))/V2 = e779[0 — j@]/V2 . (2.60)

The co- and cross-polar field components for linear polarization in (2.55) and (2.56) are easily
measured by pointing the antenna horizontally and rotating it around the vertical axis. This
can be done in most far-field measurement ranges, such as the one shown in Fig. 2.9. This
consists of a tower with a fixed antenna at one end, and at the other end an Antenna Under
Test (AUT) which is located on a table being rotated around a vertical axis n. Assume
that the coordinate system of the antenna under test is located with the z-axis pointing
in the same horizontal direction as the antenna radiates. The y-axis is aligned with the
linear polarization of the antenna. Then, when we rotate the antenna around the vertical
axis n, we observe the radiation field of the AUT at the port of the fixed antenna in the
tower. This is recorded as a function of 6 for a fixed . In fact, the p-plane is determined
from tangp = (A - %)/(A-y). We measure perpendicular (HOR) polarization when the E-field
direction y is horizontal (i.e., i-§ = 0), corresponding to the plane ¢ = 90°. We measure
parallel (VER) polarization when the E-field is vertical (i.e., i-§ = 1), corresponding to the
plane ¢ = 0° as shown in Fig. 2.9. The polarization of the antenna in the tower must be
purely linear. Furthermore, when 6 = 0, we must align it with y for measuring the co-polar
component, and with X for measuring the cross-polar component. These two orientations of
the polarization of the antenna in the tower will give the directions y'(6, ) and %'(0, ) in
the coordinate system of the AUT when this is rotated an angle 6 around the vertical n axis.
Therefore, we measure the co- and cross-polar field components of the antenna under test as
they are defined by the unit vectors in (2.55) and (2.56).

2.3.6 Co- and cross-polar radiation patterns

The co-polar radiation pattern is a graphical representation of the co-polar far-field function
|Geo (8, ©)|, the cross-polar radiation pattern is a graphical representation of the cross-polar
far-field function |G« (6, ¢)|, and the co-polar phase pattern is a graphical representation of
the copolar phase function ®.,(0, ) which is defined by the relation

Geoll,0) = ‘GCO( )‘63%0(9 #)

The cross-polar phase pattern is generally of no interest.

The radiation patterns are normally presented as polar or rectangular plots showing the
value of the far-field function in dB as a function of the polar angle 6 for a given constant
azimuth angle (i.e., in a given ¢-plane as illustrated in Fig. 2.10). Polar plots usually are
only used for antennas with very broad beams. The radiation patterns also can be presented
as contour plots in terms of rectangular uv-coordinates, with v = sin6 cos ¢ and v = sinfsin ¢
along the axes (Fig. 2.11). Such plots are also called uv-plots. Contour plots are mainly
used for narrow beams, for which it is also common to use 6, = fcosp and 6, = fsingp in
degrees along the axes. For several times in this book, we present universal radiation patterns
in a rectangular plot as a function of a normalized projected direction kasin, where a is
the aperture diameter or width of the antenna (in the plane of the presented pattern) and
k = 2w /X is the free-space wavenumber. Such patterns are valid for a large range of values of
a.

Radiation patterns are always normalized in some way, e.g., to the level on axis at 6 = 0,
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Figure 2.11: *Example of contour plot of the co-polar far-field function Geo(6, ¢)
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according to
2

(Gco(eaW))dB:1010g’gcogg7i; dB, (2.61)
(GO = 1010 | 202 . (2.62)

The best is to normalize the radiation patterns to the isotropic radiation level by using
the total radiated power, as shown in Section 2.3.9. This normalized radiation intensity is
referred to as the directive gain, and the unit is dBi=“dB relative to isotropic level”. The
directive gain patterns are easy to use for design of microwave systems, because the power
density can be calculated directly from the dBi levels and the total radiated power in Watts at
any direction and distance.'? Thus, antenna designers should therefore always present their
radiation patterns in dBi. For this purpose the total radiated power needs to be evaluated
from the measured or calculated radiation fields. This is laborious if the far-field function has
many sidelobes, but there exist techniques to reduce the effort. These will be discussed in
later chapters. It is also possible to present measured radiation patterns in dBi by comparing
them against the measured gain in dBi of a reference antenna. Gain measurements are
normally done by comparing the on-axis performance by that of a well-calibrated antenna
(e.g., a so-called standard gain horn).

A typical radiation pattern has a main beam, nulls and sidelobes. The pointing direction of
an antenna is the direction of the center of its main beam, often called the boresight direction.
An observation on azxis means in the center of the main beam.

2.3.7 Phase center

The phase reference point, which we already have defined, is often mistakenly called the
phase center (and vice versa). However, it is very important to be aware of the difference
between them. The phase center is the location of the center of curvature of the wavefront
of the radiation fields. In other words, the phase center is the phase reference point which
makes the phase of the far-field function constant. Such ideal phase centers seldom can be
determined, so the following definition is more practical: The phase centre is the particular
phase reference point which minimizes the phase variation of the co-polar far-field function
Geo(0,p) over a given solid angle of interest. The implementation of this definition will be
different for different applications, and we will later in Chapter 8 introduce a specific one
valid for feeds for reflector antennas. A good approximate formula for the location of the
phase center of the co-polar radiation field within an angular region 0 < 6 < 0max in a given
¢-plane (¢ = ¢,) is:
ch (I)co(ov 900) - (I)co(emaxv 900)

= 2.
A 360°(1 — cos Ormax) ’ (2.63)

when @, (6, ¢,) is in degrees. This formula is often used in practice and is valid for sym-
metrical patterns; i.e., when ®¢,(0,¢,) = Pco(—0,p,) or more stringently when ®.,(6,¢,) =
D6 (0, ™+ ¢,). The formula can be derived from (2.51) by requiring that the co-polar phases
of G'(6, p) shall be equal at § =0 and 6 = Oax.

12 See Section 2.5.3.



43 CHAPTER 2. CHARACTERIZATION OF DIRECTIVE ANTENNAS

2.3.8 Total radiated power

The straightforward way to find the total radiated power, P,qq, is to evaluate the integral of
the radiation intensity U(6, ») over the whole far-field sphere:

Poa= || (Wae £)dA= [ (Wi - £)r? sin0d0dys

far-field sphere

= ff U(0, ) sin 0dfdy .
) H |Geo(0,0)* + |Gup (0, #)|*] sin 0dfdp .

In this book we will also use another version of this integral in which we suppress the wave
impedance 7 and the factor 1/2. This new total power integral P is simply the integral of
the square of the amplitude of the far-field function over the far-field sphere:

= M Poaq = H Geo(0,0)[% + |Gp (0, )|?] sin 0dfdyp . (2.65)

The total power integral is sometimes very difficult to evaluate, in particular for large an-
tennas with a lot of sidelobes. However, for rotationally symmetric antennas we can expand
the p-variation in a Fourier series and solve the ¢-integral analytically. This simplifies the
integration considerably.!® For large-aperture antennas (e.g., horn antennas), we can re-
place (2.65) by an integral over the limited aperture plane'* over which the power integral
even may be given by a simple analytic expression. Furthermore, in reflector antennas, we
often may perform the power integral over the simple far-field of the feed instead of over the
complex far-field of the total antenna.'®

The isotropic radiation level is used as a reference for the directive gain. This is defined by
zero cross-polarization and

Geo(0, ) = G, = constant . (2.66)
The power integral in this case is easily evaluated to be

P = |Gyao|? [[ sin0d0dip = |Gy P47 . (2.67)
4

2.3.9 Directive gain and directivity

The directive gain and its unit (dBi) was introduced in Section 2.3.6. It is defined by the
normalization of the far-field function to that of an isotropic co-polar radiator which has
the same total radiated power. Thus, the directive gain of the co-polar far-field function is
defined by (using (2.67))

(Dco(97 @))dBi = 101Og(|Gc0(97 @)|2/|Glso|2) dBi

) _ (2.68)
= 10log(47|Geo (0, ¢)|*/P) dBi .

13 See Section 2.4.2.
14 See Section 7.3.3.
15 See Section 9.2.4.
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The value of the directive gain in the center of the main beam is called the directivity. It is
given by

(D,)api = 101og(47|Geo,|?/P) dBi

|Geoy| = { |Geo(0,0)] for centered beams (2.69)

where ‘Gco(ga ‘P) |max otherwise

where a centered beam means that the desired (but not necessarily the actual) main beam
maximum is on axis at 6 = 0°. This may not necessarily coincide with the actual maximum
of Geo(8, ). The direction of the desired (or actual) maximum of the main beam is referred
to as the pointing direction of the antenna.

2.3.10 Beamwidth

There are often requirements for the width of the main beam of radiation patterns. The
beamwidth is the angle in degrees between two points where the directive gain has the same
value. This value may either be specified in dBi, or as a level (also called taper) in dB
relative to the directivity. Examples of the latter are the 3dB beamwidth 0, ,, (also called
the half-power beamwidth) and the 10dB beamwidth 6,,,,, for which the levels are —3dB
and —10dB, respectively, below the main beam maximum. In order to be extra clear, we
may specify whether we mean the half or full beamwidth (i.e., from the center of the main
beam at § = 0 and out or between the two opposite taper points). In practical work, the
full beamwidth is most used. In this book we will always mean the half beamwidth when we

write 6, ., and similar, as we always have § = 0 on axis.

For narrow beam antennas, the directivity can be estimated from the beamwidth.®

2.3.11 Cross-polarization

The directive gain of the cross-polar far-field is defined in the same way as the co-polar
directive gain, by

(Dyp(0,9))ami = 10log(47|Gxp (0, ¢)|?/P) dBi . (2.70)

Some specific values of the cross-polarization are of interest, such as the relative cross-polar

level on axis: )

Cp (0%, 09) 1" 4 (2.71)

Go(0°,0°)

The corresponding power loss is represented by the polarization efficiency defined in (2.37):

(XP(0°))ap = 101og\

1 |Geo (0°,0°)]2
o = = . 2.72
DT TIXP(0)2 ~ [Geo(0°,0°) 2 + [Gip (0°, 0°) 2 (2.72)

The relative level of a cross-polar sidelobe showing up at 6 = 6, in a plane ¢ = p,, becomes

pr (957 (ps)
Geo(0°,00°)

2

(XP(65))ap = 101og dB . (2.73)

16 See Section 2.4.3.
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The latter level is most conveniently given in dB. Such cross-polar requirements originate
from a desire to avoid interference between two orthogonal communication channels on the
same frequency for polarization diversity transmission (or reception), while using the same
antenna.

2.3.12 Beam efficiency

Sometimes we need to know the relative power within a certain cone angle 6, around the
pointing direction of the antenna (e.g., within the 20dB beamwidth of the main beam) of a
pencil-beam antenna. This relative power is referred to as the beam efficiency within 6,, and
is given by:

Peo(8,)
=10log | =———2" | dB 2.74
(enehan = 1010z | 5% an. (2.74)
0 2m
where P..(9) :/ / |Geo (8, ) |? sin Odpdh (2.75)
o Jo
6 2m
and P (0) = / / |Gxp (0, )| sin Odpde . (2.76)
o Jo
The total power integral is given in this notation as
P = Po(m) + Pep(m) . (2.77)

2.3.13 E- and H-plane patterns

Many antennas have two planes of symmetry. If such antennas are excited for linear polar-
ization in such a way that the E-field on axis lies in one of the symmetry planes (e.g., if
the E-field is oriented in y direction so that co = § for # = 0°), then the E-field will lie in
the yz-plane for all f-directions in the ¢=90° plane. Therefore, this far-field function in the
yz-plane is called the E-plane pattern and it is given by |Gco(6,90°)|. The far-field function
in the zz-plane is therefore called the H-plane pattern, and it is given by |Geo(6,0°)].

In practice we determine the E- and H-planes as follows. The mechanical structure of the
antenna must have two planes of symmetry through the radiation axis (z-axis). This means
that the antenna can also be rotationally symmetric. We study the exciting waveguide or
electric current probe or dipole. The probe also could be penetrating into the waveguide of a
coax-to- waveguide transition. Then, the E-field on the radiation axis has the same direction
as the E-field in the center of waveguide, or the same as the electric current probe or dipole.
The ¢-plane, which coincides with this E-field direction on axis, is called the E-plane. The
orthogonal plane coincides with the H-field direction on axis and is called the H-plane.
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2.3.14 Fourier expansion of the radiation field

The ¢-variation of the far-field function can always be expanded in a Fourier series, because
 is periodic with period 2m:

G(@, SD) = GCO(G 99)60 + GXP (97 QO)XAP

= Z [COgun (8) sin(nep) + COcy(0) cos(ny)|co+

(2.78)
+ Z XPgn () sin(ng) + XPcy (6) cos(np)|xp
n=0
Alternatively, we may expand it in this way;
G(0,¢) = Gol, )0 +Gy(0.0)@
= n(0) sin(ny) + B, (0) cos(n 0+
Z ©) (0) cos(ne)] (2.79)

+Z )sin(ni) — Dy (6) cos(ng)] ,

where the minus sign in front of D,(0) is chosen of symmetry reasons. If the antenna is
y-polarized with two symmetry planes, the latter Fourier expansion reduces to

Z An(0)sin(ne)@ + Z Cr(8) sin(np)@ . (2.80)

n=0

These expansions are convenient, and they can be used to analytically extend the far-field
function to all g-angles if it is known in only a few - planes.

2.3.15 Example: Phase reference point for asymmetric phase pat-
tern

Consider an antenna with a given measured radiation pattern in the xz-plane. The antenna
and its excitation have two planes of symmetry, so we expect a radiation pattern in the
xz-plane which is symmetric around 6 = 0°. However, the measured phase ®.,(f) shows an
asymmetric pattern (see Fig. 2.12) with a slope at 8 = 0° which is

(55,

The reason for this is that the location of the rotation axis in the measurement setup does not
cross the z-axis of the antenna. Find the xz-coordinate of the phase reference point.

SOLUTION:

Let us assume that the location of the phase reference point (i.e., where the rotation axis
cross the zz-plane) is at r, = z,% + 2,2. The phase of the co-polar radiation pattern when
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Figure 2.12: Tllustration of asymmetric phase pattern (left) and antenna with coordinate system
and location of rotation axis.

Y.

referred to r, is, from (2.51):
B, (6) = Beo(6) — kr, -F
where t is in a direction in the zz-plane (see Appendix C)
T = sin0x + cos 0z

and ®.,(0) is the phase pattern of the antenna when referred to a point on the symmetry
axis. We get

D! (0) = Peo(0) — kx, sinf — kz, cosh .
Both ®.,(0) and cos@ are symmetric with f-derivatives equal to zero when 6 = 0. There-
fore,

) = —kz,(cos0)p—o = —kz, .
=0

Thus, if the slope of the phase pattern at 6 = 0 is a, the x-coordinate of the phase reference
point is
a

x, = —a/k = —%)\.

2.3.16 Example: Calculation of phase center of a symmetric beam

Consider a quadratic phase pattern of the form
q)cow) = Octr + @, (9/90)2 )

where 6 = +6, are the directions where the phase has changed by ®, compared to the phase
at 6 = 0. Find the location of the phase center within the angular region 0° < 6 < 30° when
®, = 180° and 6, = 60°. Also, determine the phase center in the limit when 6 approaches
0.
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feed point

/

Biconical BORg antenna Conical BOR{ horn antenna
excited at feed point excited by TE,, waveguide mode

Figure 2.13: Examples of BORy and BOR; antennas.

SOLUTION:

We have
AD = B, (0) — Do (frmax) = —180°(30°/60°)? = —45° .

The location of the phase center is found by using (2.63):
- —\-45°
P€360°(1 — cos Omax)

= —0.93)\,

which means that the phase center is 0.93\ behind the phase reference point. The phase
center at @ = 0 can be found from the same formula by letting 6,.x — 0. This gives

A®(Bimax) = Peo(0) = Peo(max) = — P, (Fmax/0,)*

and

I ( —<I>O<erm,m/eo>2))A

Bmax—0 \ 360°(1 — oS Opax

o, N (180°)° 180° \?
=— — ] =- A= —0.91)\
180062 ( s ) <7r . 600) ’
which is obtained by using the expansion cos§ = 1 — (6?/2), which is valid for small 6 in

radians. Thus, the phase center for the direction 6 = 0 is located 0.91\ behind the phase
reference point.

2.4 Rotationally symmetric antennas (BOR)

The mechanical structures of several antennas are rotationally symmetric, or, in other words,
they are bodies of revolution (BOR), such as circular horn antennas. Still, BOR antennas do
not necessarily have rotationally symmetric far-field functions. BOR antennas can be divided
in two basic types, depending on how they are excited (Fig. 2.13).

2.4.1 BOR  antennas with rotationally symmetric radiation fields

In order to obtain a rotationally symmetric radiation field, the BOR antenna structure must
be excited by a rotationally symmetric source, such as an electric or magnetic dipole aligned
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along the symmetry axis. In the former case, the far-field function will be of the form,
see (2.79),

G.(0,¢) = B,(0)0 (2.81)

and in the latter
Gn(0,¢) = C, ()@ (2.82)

corresponding to entirely #-directed and y-directed E-fields, respectively. We will refer to such
antennas as BORo antennas. This is because the antenna structure is a body of revolution
(BOR) and that the radiation field is of zero order variation in ¢-direction according to the
expansion in (2.79).

2.4.2 BOR, antennas

If a BOR antenna is excited by a short transverse current on the symmetry axis, the radiation
field will only contain the n = 1 terms of the expansion in (2.79). The current source can
be an incremental electric current!” located on the z-axis and directed along §, where the
far-field function is

G,(0,0) = G, (0)sinpb + G, (0) cos pp , (2.83)

where G, (0) = A, () and G (0) = C, (9) are seen to be the complex far-field functions in the
E- and H-planes, respectively. It is important to note that always G, (0) = G, (0), because
the E- and H-plane patterns coincide for § = 0. We will refer to BOR antennas of this kind as
y-polarized BOR, antennas, because the far-field function has only the first order variation
in ¢ according to (2.80). In practice the equation in (2.83) is valid also when the exciting
dipole has finite length (up to a half wavelength) provided it is centered on the symmetry
z-axis of the structure. All rotationally symmetric antennas excited by TFEi1 (or similar)
circular waveguide modes are also BOR; antennas (see Fig. 2.13, right side).

The BOR; form in (2.83) is important because it allows us to construct the whole far-field
function from the E- and H-plane patterns only. By using Ludwig’s third definition in (2.55)
and (2.56), the co- and cross-polar far-field functions resulting from the BOR: form become

Geoll,0) = Gy(0,¢) - €0" = Geoyo (0) — Gip,,o (0) cOs 20, (2.84)
Ca(0,9) = Gy (6,) - X" = G, (0)sin 2 (285)
where
Georso (6) = 1G5 (6) + G, (0) (2.86)
G (6) = 31C.(6) = G, (6)] (287)

are the complex co- and cross-polar far-field functions, respectively, in the ¢ = 45°-plane. We
refer to (2.84) through (2.87) as the BOR: relations. Fig.2.14 shows E- and H-plane and
45°-plane radiation patterns of an example BOR; antenna. If we excite the BOR; antenna
for linear z-polarization, we get

G.(0,0) = G,(0,0 +7/2) = G, (0) cos v — G ., (0) sin pp . (2.88)

17 See Section 4.4.1.
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If we excite it for RHC polarization we get
Gel(0,9) = (Go = jGy)/V2 = (G, (0)e 790 — jG, (0)e @) /V2 . (2:89)
The co- and cross-polar far-field functions in this RHC case become (using (2.57) and (2.58))

Geo(0, ) = G- €0” = Geo,po (0) (2.90)
Gxp(0,¢) = Ge - Xp* = G, (0)e 7727, (2.91)

where Geo,.o (0) and Gxp,.. (f) are the same as in (2.86) and (2.87). Therefore, the cross-
polarization when the BOR; antenna is ideally excited for circular polarization is the same
as the cross-polarization in the 45°-plane when it is ideally excited for linear polarization.
Note that the cross-polarization equals to half of the difference between the complex E- and
H-plane far-field functions. This means that the E- and H-plane far-field functions must
be equal in both amplitude and phase in order to get zero cross-polarization in a BOR;
antenna.

The power integral of the BOR; antenna has the following two equivalent forms:
P W/ (G (O) + |G, (0)) sin6do , (2.92)
0

P—on / [Gooe ()% + |Grprn (6)[2 )} sin 66 . (2.93)
0

We can conveniently express the latter as the sum of the powers in the co-polar and cross-
polar fields;

P=PFP,+ Py, (2.94)
where for circular polarization
Poo = Pooe = 27 / |Geo,so (0)]? sin 040 (2.95)
0
Pyp = Pepe = 27 / |Gxp,.0 ()] sin0do . (2.96)
0

For linear polarization, the co- and cross-polar parts P, and P, of the power integral for
linear polarization are related to P.oc and Pype for circular polarization defined above by
Pco: col:Pcoc+Pxpc/2andPxp:PprZPxpc/2~

2.4.3 Example: Directivity of BOR, antenna with low sidelobes

It is often convenient to be able to represent an experimental radiation pattern by a simple
analytical expression. There are three common expressions which well approximate main
lobes of pencil-beams. These are e=®/%)* cos™() and cos™(0/2), where 6, and n are chosen
in such a way that the analytical expression resembles the main beam as much as possible
(e.g., in such a way that the 3dB widths of the experimental and analytical patterns are
equal). The three expressions represent narrow beams equally well, but the cos™(8/2) pattern
is the best for representing broad beams; therefore, we choose it here. Express the directivity
as a function of the 3dB beamwidth when the co-polar far-field function is cos™(6/2) and
there is no cross-polarization.
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Figure 2.14: Examples of E- and H-plane (left) and 45°-plane co- and cross-polar (right) radiation
patterns of BOR; antenna.
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SOLUTION:

When the antenna is y-polarized, the approximate far-field function is
G (0, ) = cos™(0/2)(sin B + cos o) .

The co-polar far-field function is G (0) = cos™(0/2). The parameter n can be expressed in
terms of the half 3dB beamwidth 6, ,,, of the experimental pattern by using n20log(cos(, .5 /2))
= -3, i.e.,

n = —3/(2010g(cos(0,, /2)) -

The power integral in (2 93) becomes

P =271 [ cos®(0/2)sin0do

=8 cosz"'*'1 (0/2)sin(0/2)d(0/2) = 47 /(n+ 1) .

o\o\

Thus, the directivity is
47
D, = > =(n+1),
which is plotted in dB in Fig. 2.15*. A more handy formula can be obtained by series

expanding the result for small 0, . (see Appendix B);

3dB

log(cos (0, 45, /2)) & log(1 — (0,45)?/8) ~ (log ) (0;,5)°/8 -
This gives:

D, ~ 9070/(0 and (D, )as & 39.6 — 101log (67, )*dB ,

SlB)

where 0, . in the latter formulas is in degrees. If the 3dB half beamwidth in E- and H-planes
are different, we may still use the same formulas but with 6, being the square root of the
average of the square of the 3dB half beamwidths in the two planes.'®

2.4.4 Example: Directivity of BOR1 antenna with high far-out side-
lobes

The theoretical cos™(6/2) pattern has no sidelobe which practical antennas have. Assume
that the antenna has a 3dB half beamwidth of 5°. Show how much the directivity is reduced
if the antenna has an increased sidelobe level envelope of SE = —20dB between 6, = 60° and
0, = 80°.

SOLUTION:

We express the far-field function of the y-polarized antenna as

G(0, ) = G(0)(sin 8 + cos p@) ,

A+cos™(0/2) 6, <6<,
cos™(6/2) elsewhere

with G(0) = {

18 See also Subsection 2.4.5 and *.
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By developing the square of G(0) the power integral gets three terms;

P = 277/ cos?"(0/2) sin 0df = 4n/(n + 1) ,
0

0
P, = 27r|A|2/ " sinfdo = 21| A|*[cos 0, — cosb,] ,
0

1
92
P, = 47T|A\/ cos™(0/2) sin 0d0 .
01

In order to get a useful approximate formula, we will here assume that A > cos™(6/2) in the
region 0, < 0 < 6, so that P, < P, and can be neglected. Furthermore, we will approximate
P, by

P, ~ 27| A|*sin 6, A0 ,

where 0,, = (0, +6,)/2 is the average value of 6 in the high sidelobe region and A0 =6, —0,.
This approximate P, is valid when 6, — 0, is small. The resulting directivity is

_ 47
P +P,

= Doesl P

where D, = n+1 is the directivity when A = 0, and ey is the directivity reduction due to the
sidelobes, given by

P, 1+g‘1
€. = = —_— M
sl Pl T P2 Pl )

P, 1, 5. wAf
? = §‘A| Sln9m <1800> DU s

1
where Af =0, — 6, is in degrees.
In the numerical example we have SE = —20dB between 0, = 60° and 6, = 80°. The best
result of the above formula is obtained if we calculate |A|? according to

|A‘2 — 10(5E73)/10 .

This can be justified by the fact that A is a sidelobe envelope, so that the sidelobes vary
periodically under a maximum level of |A|?>. Taking the square of this amplitude and integrat-
ing corresponds to using a constant average sidelobe level which is 3dB below the sidelobes’
peaks (i.e., their envelope).

Thus, we reduce SE by 3dB to the average power density level when calculating |A|?. Fi-
nally,

n = —3/(201og(cos((5°)/2))) = 363 , gives D, =364 (i.e., 25.6dB),

|A]? = 107 (0F3/10 = 0,005

7 - 20°
180°

1
gives P,/P = 50.005 sin 70° < ) 364 =0.30,

and e = (1+03)"'=0.77 (ie., —1.1dB) .
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Figure 2.16: *Reduction in directivity as a function of uniform sidelobe level in dBi. The parameters
of the curves are sin(6,,)A0 in degrees.

Thus, increased sidelobes may have a severe effect on the directivity. In our case the direc-
tivity reduces by 1.1dB. The results of the above are presented in Fig. 2.16* as a function
of a general sidelobe level in dBi, i.e., as a function of 10log(|A|*D,). Using the figure for
our example we have a sidelobe envelope level (JA]>D,)ari = (25.6 — 20) dBi = 5.6 dBi and the
figure parameter is sin(70°) - 20° ~ 17°, from which we can read a directivity reduction of
about —1.1dB.

2.4.5 Example: BOR, antenna with different E- and H-plane pat-
terns

If an antenna has different E- and H-plane patterns we can model it as
G(0, ) = cos™ (0/2) sin pb + cos™ (0/2) cos pp .

Determine the directivity when the E- and H-plane patterns have 3dB half-beamwidths of 20°
and 25°, respectively. Find the relative cross-polar level at § = 20° in the 45°-plane.

SOLUTION:
The power integral is from (2.92)
P=P, +P,;

P = WAW(COSnl (0/2))?sin@df = 2n/(n, +1), P, =21/(n,+1).
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The directivity is
2(n, +1)(n, +1)
(nl + n2 + 2)

Do :47T/(PE+PH):
The numerical values are
n, = —3/20log(cos(20/2)) =226, n,=144, D, =18.6 (i.e., 12.7dB).

The cross-polar pattern in the 45°-plane is from (2.87)
G (6) = 5 (c0s™ (8/2) — cos’™ (6/2)).
We evaluate it for 6 = 20°;
Gxp,so (20°) = %(0.7075 —0.8022) = 0.047 .

The relative cross-polar level is from (2.73)
|Gxp,yso (20°)/Geo,oo (0)[* = (0.047)%  (ie., —26.5dB) .

See also * for Fig. 2.15.

2.4.6 Example: BOR,; antenna with different E- and H-plane phase
patterns

If there are phase differences in E- and H-planes we may extend the cos™(0/2) feed model
according to

G(0,p) = cos"(0/2)[e JRA(=cos0) gin pf + ¢ IFAT—COs0) (g P .

Determine the locations of the phase centers in E- and H-planes. Determine the directivity
and the cross-polar level at § = 20° in the 45°-plane when the 3 dB half-beamwidth is 20° and
A =2\

SOLUTION:

The phase center location Z.,, in E-plane (¢ = 90°) and Z.,, H-plane (¢ = 0°) can be found
from (2.63). We have

D, (0) = kA(1 — cosb) and D, (0) = —kA(1 — cosb)
which yield

$,(0) —®,(0)
Lo, = ——— 2 = —A
Per k(1 — cos 9)
2, (0) —®,(0)
d Lo, = ————— A2 = A,
an beu k(1 — cos®)
Thus, the E-plane phase center is located a distance A behind the phase reference point, and
the H-plane phase center a distance A in front of it.
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The power integral is most easily evaluated by using (2.92), i.e.,
P=P,+P,=2P, = 27r/ cos®™(0/2) sin 0df = 47 /(n+ 1) .
0

Thus, the directivity is

D =n+1.

0

The cross-polar far-field function in the 45°-plane is from (2.87)

Gpe (6) = %Cosn(g/Q)[ejkA(l—cose) _ kA —cos o))
= cos™(0/2)j sin(kA(1 — cos®)) .
The numerical values are
n = —3/20log(cos(20/2)) = 22.6 ,

D,=n+1=236 (ie,13.7dBi),
|G oo (20°)/Geoyso (0) 2 = cos®™(10°) sin® (kA (1 — cos(20°)))
= 0.5sin%(360° - 2(1 — 0.95))
=024 (ie., —6.3dB) .

Thus, phase differences between E- and H-plane patterns cause cross-polarization in the
45°-plane.*'?

2.5 System characteristics of the antenna

From the system’s point of view an antenna can be regarded as a black box with one (or
more) input ports and one or more outputs to free space. The system designer wants to know
the characteristics of the antenna referred to the input port (terminal).

2.5.1 Antenna gain

The directivity was defined from the radiation intensity in the main beam direction and the
total radiated power. The antenna gain (also called realized gain or power gain or simply
the gain) G, has the same definition, except that the total radiated power is replaced by the
total power delivered to the antenna port. This may be expressed by using the directivity
D, as

Go = eradepolDo 5 (297)

where e,,q is the total radiation efficiency and epq is the polarization efficiency. The total
radiation efficiency is the ratio between the radiated power and the power incident on the
antenna port. It can be further factorized in two subefficiencies, according to

€rad = €rC€abs , (298)

19 Phase differences between the E- and H-planes are also included in the MATLAB code for Fig. 2.15.
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Figure 2.17: Example of lens-corrected horn antenna with input reflection coefficient r, conduction
losses and dielectric losses.

where e, =1 — |r|* is the mismatch factor caused by a reflection coefficient r at the antenna
port, and e,ps is the radiation efficiency due to ohmic losses (i.e., absorption) in the con-
ductive and dielectric parts of the antenna structure (Fig. 2.17). The polarization efficiency
epol May or may not be included already in D,, depending on the on-axis characteristics of
the far field function used to determine D,. If this had no cross-polarization on axis, we may
use epol to account for an actual system cross-polarization on axis, due to, e.g., a nonideal
polarizer or tolerances. It is given by

_ [E(0°,0°) - co*\?
= (P g ) (299

‘ 2

2.5.2 Aperture efficiency and effective area

Several antennas have more or less well defined apertures, through which all or most of the
radiated power propagates. The apertures may be real apertures as in horn antennas or
virtual apertures as in front of reflector antennas or over planar array antennas?. Let us
consider a plane aperture of area A. In Section 7.3.3 we will show that the mazimum available
directivity of such an aperture when radiating as an antenna is

47
Dpax = FA . (2.100)
receiving antennas are often characterized in terms of their effective aperture instead of their
antenna gain. The effective aperture A. is defined as the ratio between the total power P,
received at the antenna port (or absorbed in a load with the required load impedance) and
the power density W; of the plane wave coming in from the pointing direction of the antenna:

Ao =P /W, . (2.101)

20 For further information see Chapter 5.
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Figure 2.18: A communication system with transmitting (left) and receiving (right) antenna sys-
tems.

Eq. (2.100) can be used to express A in terms of the antenna gain, according to

/\2
A, = EGO . (2.102)
Eq. (2.101) and (2.102) are also valid for small antennas of which it is not possible to define
any aperture area, e.g., for short dipoles. We will in Section 5.1.5 derive it from the input
impedance and directivity of a short dipole. The effective aperture can be used to calculate
the received power from an incident plane wave with known power density, as shown in the
next subsection.

Let us now define the aperture efficiency e,,. The most common definition is:

DU

= 20 2.1
€ap Do (2.103)
and therefore not eap = G, /Gmax = Ac/A which could be expected. Using (2.103) and (2.97)
we can express the antenna gain as

GO = eantDmax 5 €ant = €r€abs€pol€ap (2104)

where e, is the total or overall antenna efficiency. This antenna efficiency includes four
different subefficiencies. It is also possible to further factorize the aperture efficiency in
further subefficiencies. We will postpone it to Section 9.4.1.

We see that the definition of the aperture efficiency gives the following relation between the
aperture efficiency and the effective aperture;

Ao =eanA = eradepoleapA . (2105)

All the subefficiencies in (2.104) and (2.105) are conveniently used in practice to characterize
both receiving and transmitting antennas, due to reciprocity. Almost all of them are, however,
most easily determined and interpretable for transmitting antennas. When we present the
values of all the different efficiencies we should always do it in dB according to (eant)as =
101og(eant)-

2.5.3 Friis transmission equation and the radar equation

We will now show how the antenna gain and the effective aperture can be used to calculate
the transmission loss between two antennas in a communication system. Let us consider a
transmitting antenna with antenna gain Gy, and a receiving antenna with effective aperture
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Aer. The two antennas are pointing towards each other with coinciding and opposite directed

pointing directions (Fig. 2.18). We assume that a power generator delivers the power P, to

the port of the transmitting antenna with no reflection. Then, if the antenna is a co-polar

lossless isotropic radiator, the power density in the far-field at the location of the receiving
antenna would be P
t

WISO = m 5 (2106)

where 7 is the spacing between the two antennas. The antenna has an antenna gain Gy

relative to the isotropic radiator, so we get a corresponding increase in the power density:

P

W, = —=Gos - 2.107

0 Ygpz 0 ( )

The power available from the port of the receiving antenna is now easily determined from

the definition of the effective aperture:
A2 1 A

P. =W, Ay, = W,—Go, = P,——"—Gn:Gor , 2.108
0 04y 0 Yomr2 400 ( )

where Gy, is the antenna gain of the receiving antenna. Finally, we get

2
P, A
— =|-—) GuG 2.109
7= () cucn . (2.109
which is commonly referred to as the Friis transmission formula. The (\/4nr)? factor is often
called the free space attenuation. The effective aperture and the antenna gain can also be
used to derive the ratio between P, and P. of a radar antenna, resulting in the so-called radar

equation:
P, 1)
~ = — Agr - (RC
P (47TT2> G (RCS),

where RCS is the radar cross section of the object (target) in square meters. The target is
located a distance r away from the antenna, and

)\2

Aer = -
4

GOt )

since the same antenna is used for both transmit and receive (monostatic case).

2.5.4 Antenna noise temperature and G/T

The actual figure of merit of a communication or radar system is the Signal-to-Noise Ratio
(SNR). SNR is the ratio of the signal power to the noise power. In antennas, the noise power
P, is most conveniently measured in terms of its equivalent noise temperature T, which is
related to P, through

P, = kTAf , (2.110)

where k is Bolzmann’s constant and Af is the bandwidth of the system. T is measured
in Kelvin (K). We do not need to know the value of Bolzmann’s constant. It is sufficient
in antenna analysis to know that the noise power is proportional to the noise temperature.
The relation between the Kelvin and Centigrade (°C) temperature scales is linear, with
0K = -273°C and 293K = 20°C.
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Figure 2.19: Geometry (upper) and system block diagram (lower) for calculation of antenna noise
temperature. T, is the ambient temperature.

The received signal power is proportional to the antenna gain G,, so a commonly used figure
of merit for receiving antennas is

Gy /T = (€ant Dmax)/Tays - (2.111)

This ‘G over T’ is always expressed in dB/K (pronounced ‘dB over K’) which is dB relative
to 1/K (‘one over K’). The system noise temperature Tyys can be divided in the receiver noise
Trec and the antenna noise Tany according to

Tsys = Trec + Tant - (2.112)

Note that Tiec is a function of the reflection coefficient r, the physical temperature of the
receiver and its noise parameters. The latter T,n: contains many contributions. For example,
losses in the atmosphere and the surrounding ground, as well as in conducting or dielectric
parts of the antenna. Also, the sun and other discrete noise sources in the sky may contribute.
The basic noise model of a lossy medium and its physical explanation are as follows. We
consider first a wave propagating through the medium. If this has a power density of unity
when it enters the medium, the power density at the end of the medium is less, i.e., eaps < 1.
The lost power is absorbed, corresponding to excitation of resonances in the molecules or
atoms in the medium, and it is transformed to heat. When no impressed wave is present, the
molecular resonances will keep the same balance between heat (temperature) and microwave
power density. Therefore, the medium always will radiate incoherent microwaves related to
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its absolute temperature
Taps = (1 - eabs)Tmed > (2.113)

where Tieq is the physical temperature of the medium in Kelvin. Ti,eq will normally be the
ambient temperature T,, which is used in the illustration in Fig. 2.19. The noise temperature
may vary with frequency, but only if e,,s does. Thus, a medium which absorbs all the incident
waves so that eaps = 0 (often referred to as a black body) has an equivalent noise temperature
equal to its physical temperature.

The sky, including the Earth’s atmosphere, contributes to the antenna noise temperature
through its brightness temperature T, which is due to the physical molecular temperature,
scattering and ohmic losses in the atmosphere. The brightness temperature is the noise seen
by a narrow antenna beam pointing to the sky in a certain direction. T} is a function of the
elevation pointing direction «, of the antenna and the azimuth angle. The azimuth variation
is normally negligible, and the elevation variation can be found tabulated in certain frequency
bands. Such tables sometimes include negative elevation angles, which corresponds to the
case that the main lobe points towards the ground. However, these values will in reality
depend strongly on the conditions of the ground, for instance, its reflection coefficient. The
ground noise contribution from a ground direction can be expressed as

T, =[1 - WIT, + YTy (2.114)

where T, is the ambient temperature, standardized to T, = 293K, which corresponds to
20°C, =y is the reflection coefficient of the ground for the given incidence angle, and T, is the
brightness temperature of the sky in the direction of the ground reflection. From T, and T}, it
is possible to define a noise temperature profile Ti,z(a), where « is the elevation angle, which
is valid also for negative «, by

Ty(c) for  0° <a<90°

Tig () = { Ty(ar) for —90° << 0° (2.115)

An actual antenna has a far-field function G(6, ¢) which illuminates the whole sky and ground.
Therefore, the noise temperature contribution T, from the far-field function of the antenna
(we may call it the ideal-antenna noise temperature) has to be calculated as a weighted
average over all directions to the sky and ground (see Fig. 2.19):

_ Jiw Tou (@0, 9)[|Geo (0, 9) [ + |Gp (6, 0) [°] sin Odfdep
JirllGeo(8,9) % + |Gxp (0, ) [?] sin OO ’
where (6, ) is the elevation angle calculated in the direction (6, ) in the coordinate system

of the far-field function, G¢ (6, ¢) is the co-polar far-field function, and Gxp (6, ¢) is the cross-
polar. It is common in simple calculations to approximate (2.116) by

T, (2.116)

T, = (1 - pgrd)Tmb +pgrdTo , (2117)

where pg.q is the relative power hitting the ground and T, is the brightness temperature in
the direction of the main beam. In this case we have assumed reflection coefficient v = 0 at
the ground, so that Ty = T, from (2.114).

An actual non-ideal antenna will also have losses and mismatch, so that the actual-antenna
noise temperature referred to the receiving port becomes

Tant - eradTa + Tabs ; Tabs = (]- - eabs)To ) (2118)
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where e, is the radiation efficiency due to absorption and er.q = eans(1 — |r|?) is the total
radiation efficiency®!. A lossy transmission line can be included in e,ps. The following simple
relation between (€aps)ap and Taps can be derived for small losses and is convenient for quick
calculations,

Tabs = _7O(eabs)dBK . (2119)

Thus, an ohmic loss of 0.1dB gives 7K contribution to the system noise. The receiver is often
a Low Noise Amplifier (LNA) and its noise performance may be given in terms of the noise

figure

TI‘CC
NF = 10log <1 += ) ; Tree = T, [10NP/10 _ 1] (2.120)

0
The noise figure of a good transistor receiver can be lower than 1dB, corresponding to 76 K. In
radio telescopes the receivers are often cooled with liquid Helium to give noise temperatures
down to 5K.

2.5.5 Bandwidth

The characteristics of antennas are normally specified over a certain desired bandwidth Af
around the center frequency f,. The operational frequency band is then defined by

fo—Af/2< f<f+Af/2. (2.121)

The performance of most antennas can be scaled in frequency by scaling all the dimensions
in such a way that the dimensions become the same in terms of wavelengths. Therefore, it
is very convenient to describe different antennas in terms of their relative bandwidth. This
can be defined in percent by

(Af)y = (100AF/£,)% - (2.122)
For large bandwidths the relative bandwidth is more clearly defined by the ratio
(fmax/fmin) 01 5 (2123)
where fiax and fumin are the highest and lowest frequencies of the frequency band. This
means that N Af
+
fmax/ fmin) = L~ 14 () , 2.124
s Foin) = =R o 7, (2124

where the latter approximation is valid only for small Af/f, < 1.

2.5.6 Tolerances

The electrical characteristics of antennas are always linked to their mechanical tolerances. In
some cases (e.g., in large reflector antennas) the system characteristics may be described in
terms of the tolerances of a major critical part of the antenna (e.g., the main reflector). The
tolerances of a reflector is often given in terms of its Root-Mean-Square (RMS) value??[11].

21 Which was seen before in Section 2.5.1.
22 RMS = the square root of the mean square error from an ideal surface.
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This is obtained by calculating the deviations of the actual surface from its best fit theoretical
ideal choice, averaging the square of this deviation over the whole surface, and finally taking
the square root of the averaged value. A reflector must typically have an RMS accuracy
better than A\/50 for loss of gain less than 0.3dB.

The tolerance requirements for other mechanical parts depend strongly on the antenna type
and how strong the requirements for sidelobes and return loss are. The requirements are also
very different for critical and noncritical parts of the antennas. The critical parts are normally
those having the strongest current densities or fields. In a critical part of a high performance
antenna, the tolerance requirement may be as strong as A\/500. Noncritical dimensions may
deviate several wavelengths from the optimum.

2.5.7 Environmental effects

A customer would like to specify the performance when the antenna is located in its actual
operational environment. So, the antennas need to be characterized under certain temper-
ature, wind, rain, snow and ice conditions. They also may need to withstand shaking and
acceleration. In particular, there are strong environmental requirements for space anten-
nas, referred to as space qualification requirements. Therefore, antenna design involves a lot
of mechanical considerations and knowledge of material characteristics. Sometimes anten-
nas are protected towards environmental effects by an enclosing dielectric shell, referred to
as a radome. Radomes can be of different types, such as space-frame radomes (which are
supported by a metallic space-frame structure), thin dielectric radomes (with wall-thickness
much smaller than a half wavelength), thick tuned dielectric radomes (with wall thickness
equal to half a wavelength of the radome material), and sandwich foam radomes (consist-
ing of thin dielectric sheets around a foam core of a quarter or three quarters wavelength
thickness).

Rain, snow and hail have two different effects on an antenna system. First, the wave propa-
gation in the atmosphere is attenuated due to both scattering from the individual particles
(i.e., drops, flakes and hailstones) and losses in the water molecules. Second, there may exist
direct effects on the antenna, such as:

a) Rain generating a water film on the antennas or their radomes, causing attenuation due
to wave propagation through the film or reflection from it.

b) Rain, or melted snow and hail, penetrating into cables, waveguides or antenna elements,
causing increased loss, strong impedance mismatches and even short-circuiting of antenna
components.

c) Accumulation of snow; dry snow has very little effect on the wave propagation in the low
frequency region, but wet snow may be almost as bad as water.

d) Accumulation of ice is very severe because it is heavy and may destroy the whole mechan-
ical antenna or radome construction, and the wave propagation through ice is very different
from air.

The atmospheric effects of rain, snow and hail are not considered as a part of the antenna
characteristics, rather as a part of the loss budget of the communication system. All the
effects in steps a) to d) above are parts of the antenna characteristics. This means that
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engineers often need to analyze and design antennas as if they are radiating in free space,
but with included layers of water, snow or ice on places where these may accumulate.

2.5.8 Example: Noise temperature and G/T

Consider an antenna with an antenna gain of 28.5dBi. The system noise temperature is 100 K.
The brightness temperature of the sky is 5K. Such low brightness temperatures are present
at L-band when the antenna is not pointed towards a source of cosmic noise.

a) How much will the G/T in dB improve if we remove a cable with 0.1dB loss between the
receiver and the antenna?

b) How much will the G/T in dB improve if we reduce the relative power intersecting the
ground from 20 % to 10 %7

SOLUTION:

The G/T of the system is
(G/T)a = (G)aB — (Tsys)ap/x = 28.5dB —20dB/K = 8.5dB/K .
a) A cable with 0.1dB loss represents a noise temperature of (use (2.119))
Ty = 70 (0.1dB)K = 7K .

If we remove the cable, the gain increases by 0.1dB and the system noise temperature de-
creases by 7K. The new G/T becomes

(G/T)ap = (G)ap + 0.1dB — 10log((Tsys — 7TK)/(1K))

2.125
=28.6dB —19.7dB/K =8.9dB/K . ( )

Thus, the G/T increases by 0.4dB when we remove a cable with 0.1dB loss. If the system
noise temperature was less, the increase would have been even more.

b) Using (2.117) with 20% of the power intersecting the ground, for the antenna noise we
have
To, =(1-02)-5K+0.2-293K .

Correspondingly, with 10 % power intersecting the ground
T, =(1-0.1)-5K+0.1-293K .
Thus, the antenna noise temperature decreases by
AT, =T, —T,,=0.1-5K+0.1-293K = 288K,
and the new G/T becomes

(G/T)ap = (Gap) — 101log((Tyys — 28.8K)/(1K))
=28.6dB — 18.1dB/K = 10.5dB/K .

Thus, the G/T increases by 2dB when we reduce the power hitting the ground from 20 % to
10 %. If the system noise temperature were less, the increase would be even more.
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Figure 2.20: Block diagram, Thevenin and Norton equivalent circuits of a transmitting antenna.

2.6 Equivalent circuits of single-port antennas

In general, an antenna will be connected to a transmitter or receiver system, often via a
transmission line such as a coaxial cable or rectangular waveguide. In order to analyze the
antenna in this network, we need a circuit representation of it, both in its receiving and
transmitting modes [3].

2.6.1 Transmitting antennas

The equivalent circuit of a transmitting antenna with signal generator and transmission line
is shown in Fig. 2.20. The transmitter is modeled by its Thevenin (or Norton equivalent),
and the antenna is modeled by a complex radiation impedance Z, = R, + jX. (or radiation
admittance Y, = Go +jBa). The radiation impedance (admittance) is also called the antenna
impedance (admittance) and input impedance (admittance) of the antenna. The radiation
impedance is normally used when the expression for the far-field function G(t) is proportional
to the excitation current I, at the antenna port, and the radiation admittance is used when
G(t) is proportional to the excitation voltage V.. at the antenna port. The power dissipated
in the resistive (or conductive) part R, (or Go) of Z, (or Y,), is equal to the sum of the
total radiated power and the power dissipated as actual heat in the antenna structure due to
losses. X, (or B,) is related to the reactive power, i.e., the power oscillating back and forth
inside the antenna and its close neighborhood. The reflection coefficient at the input port is

v = (Za— 2))(Za+ Z.) | (2.126)

where Z. is the characteristic impedance of the transmission line. This can also be referred
to as the port impedance of the antenna. The reflection coefficient is normally presented
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Figure 2.21: Matching of an antenna and a generator (or receiver) to the transmission line in
between them.

as 20log(]r]) in dB. The inverse of the reflection coefficient is called the return loss being
—201log(|r]) in dB.

2.6.2 Impedance matching to transmission line

Most often we wish to design an antenna with small reflection coefficient, in order to avoid
standing waves on the transmission line (Fig. 2.21). Such standing waves increase the ohmic
losses on the transmission line because the wave propagates the same distance several times.
Also, reflections on the line reduce the bandwidth. The signal generator may also get over-
heated as a result of mismatch because the power dissipated in the source resistance Rs will
increase. Ideally we want r = 0, which we refer to as the antenna being impedance matched
to the characteristic impedance of the transmission line. This appears when

R, = Z. and X,=0, (2.127)

or equivalently, when
G,=1/Z. and B,=0. (2.128)

2.6.3 Receiving antenna

The equivalent circuit of an antenna in the receiving mode is shown in Fig. 2.22. The antenna
is the same as the one in Fig. 2.20 and is modeled either by its Thevenin (or Norton) equiv-
alent circuit. The source impedance Z, (admittance Y;) is equal to the radiation impedance
(admittance) for the transmitting mode, and the equivalent source voltage Vi (current I,.)
is proportional to the amplitude of the incoming wave.

We use the Thevenin equivalent when the expression for the far-field function G(t) is pro-

portional to the excitation current I, in the transmitting mode. Then, the induced voltage
in the equivalent circuit for the receive case is
25\

Vae = — 22 G(#) - B, , (2.129)
n-lat
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Figure 2.22: Block diagram, Thevenin and Norton equivalents of the antenna in Fig. 2.20 when it
is used as receiving antenna.

where n = 377Q = 1207 Q is the free space wave impedance. E, is the electric field vector
of an incident plane wave propagating in the direction —r. In fact, E, must be the complex
vector of this wave at the location of the phase reference point of G(¢).

We use the Norton equivalent when the expression for the far-field function G(#) is propor-
tional to the excitation voltage Vi in the transmitting mode. The induced current in the
equivalent circuit for the receive case is

2j\

Ly =—
B 77Vat

G(#) - E, (2.130)

where 1 and E, is the same as in (2.129).

We have here not derived the expressions in (2.129) and (2.130). This can be done by
assuming that E; is produced by an incremental dipole in infinity and using the reciprocity
relation between the reactions between this dipole and the excitations of the antenna?3.

2.6.4 Conjugate impedance matching

Absorbed power in the load Z, = R, +jX, or Y, = G, +jB, is referred to as received power.
There will also be power dissipated in the radiation resistance of the receiving antenna. This
power corresponds to the power that is radiated by the currents that the incident wave
induces on the antenna. The antenna is also in this case matched to the transmission line
if (2.127) or (2.128) is satisfied. We normally also require that the receiver load satisfies

23 See Section 4.5.
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R, = Z. and X, = 0 to match the load to the transmission line. If so, the powers dissipated
in R, and R, are equal.

If the transmission line is short, or if the receiver is connected directly to the antenna port, we
may use conjugate matching of the load to the antenna. Then, we choose the load impedance
in such a way that

Z,=2;, ie, R,=R,, and X —X, (2.131)

Lt =
where Z,, = R,, + jX,, is the load impedance transformed through the transmission line to
the antenna port. This load maximizes the power transferred to the load for a given Z, and
a given power density of the incident wave. The principle of conjugate matching is known
from circuit theory.

2.6.5 Impedance and reflection coefficient transformations

When analyzing an equivalent circuit such as that in Fig. 2.21, we need to know how to
transform reflection coefficients and impedances along transmission lines. These formulas
can be found in the textbooks on transmission line theory, but we will include them here for
the sake of completeness. The reflection coefficient r, in Fig. 2.21 is expressed in terms of
the antenna impedance Z, and the characteristic impedance Z. of the transmission line as

_ZazZe (2.132)
r, = 7. 1 7. .
Alternatively, if we know r,, Z, can be found from
1+7
Zo =2, 2. 2.133
(1 - ) ( )

The reflection coefficient r, when measured at the input port 1 of the transmission line is

ry () =re 720 (2.134)

where [ is the propagation constant on the transmission line and [ is its length. The
impedance seen at this point is

Z(l) = Z. (%) , (2.135)

This can also be expressed as

(Za+jZ tan Bl
Z.(l) = <Zc iz tanﬂl) Ze . (2.136)

The corresponding formulas for the admittances are

B L+r,(1)\  [Ya+jYetanpl
Ya(l)_}é(lra(l)) B (Yc+jYatanBl>Yc ' (2.137)
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Figure 2.23: Examples of small reflections r, and r, on a transmission line, for a plane wave incident
on a dielectric plate, and at the terminal of a feed for a parabolic reflector.

2.7 Periodic reflection coefficients r(f)

An important part of the process of designing an antenna is to match its impedance to the
transmission line connected to its port. This ensures that the power of the signal entering
from the transmission line is accepted by the antenna and not reflected back. The impedance
matching may be done numerically, but very often an additional experimental tuning in
a measurement setup is needed. In both cases it will be helpful to know how different
reflections interfere. This can help in sorting out the location of a reflection. The interference
between reflections can be treated approximately in a simple manner which is well suited for
estimations by using the theory of small reflections, as described below.

Consider the transmission of a wave inside a transmission line or in free space. At two
positions z, and z, along the transmission line there are some small reflections r, and r,,
respectively (Fig. 2.23). This may be for instance a wave inside a coaxial line which has a
non-ideal connector at one end, z,. At the other end, z,, it is connected to the input port
of a monopole antenna. It can also be a wave between the port of a small feed horn at z,
and a parabolic reflector at z,, in which part of the reflected wave from the paraboloid is
received by the feed horn giving rise to the reflection r,. It may also be a plane wave incident
normally on a dielectric sheet, in which case the reflection r, appears from the front side of
the sheet and r, = —r, from the rear side.

For an accurate analysis of the interference between two reflections we need to use the
impedance transformation formulas in Section 2.6.5. When the reflections are small, typ-
ically |r,| < 0.2 and |r,| < 0.2, we can find the total reflection r by using the approximate
formula

ir] = |, 4 7, e=128G=2)| (2.138)

where (3 is the propagation constant on the transmission line between z, and z,. This formula
is very convenient for quick calculations by hand, and it is easily interpreted. The absolute
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Figure 2.24: *Example of interference between two reflections separated by Az = z, — z, = 30cm
when |r,| is —17dB for different levels of |r,|.

value of r is a periodic function which varies with frequency, because
B=2r/\=2rf/c,

with ¢ the phase velocity of the wave on the transmission line between z, and z,. Note that,
for simplicity we consider a nondispersive transmission line with 8 proportional to f.

The frequency difference Af = f, — f, between two interference maxima (or minima) of |r|
in (2.138) is found by letting the phase term change by 2, i.e.,

™

(Zz - 21)

2/82('22_21)_251(‘22_'21):271-7 /82_51:

)

which gives
c
Af=f,—fi=——.
f f2 fl 2(22 _ Zl)

The formula for Af is the same as that of calculating the frequency when the wavelength is
2(z, — z,). The maximum value of |r| is |r,| + |r,|, and the minimum is |r,| — |r,|. The VSWR

is
1+ |r|
1—|r|

VSWR = ~ 142,

where the approximation is valid for |r| < 0.1.

Fig. 2.24 shows |r| in dB when it is calculated by the exact transmission line formulas for
r, = 0.2 (i.e., —17dB) and different r, with z, — 2, = 10cm. The agreement with the above
approximate formulas for small reflections is very good.*?*

24 A MATLAB code exists, for calculation by both the exact and the approximate formulas.
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Figure 2.25: Tllustration of multi-port array antenna with element ports and beam ports.

2.8 Equivalent circuits of multi-port array antennas

Array antennas have more than one radiating element. Then, the element ports may be
combined to one or more beam ports via a power divider network for the transmitting case or
a power combination network for the receiving case?®. The power combiner/divider networks
can be used to generate multiple beams excited via the beam ports. If the element ports are
combined to only one port, the antenna may be characterized on this port as a single-port
antenna.

In a multi-port antenna there will generally be mutual coupling between the ports, meaning
that if we excite one port with a voltage we will be able to measure an induced voltage at
the other ports. This mutual coupling can be characterized by mutual impedances Z, mutual
admittances, Y, or so-called scattering parameters, S. The scattering parameters are defined
as the ratio between the incoming and reflected waves in a transmission line connected to
the ports, and they are commonly referred to as S-parameters.

The equivalent circuits and definitions of Z- and S-parameters of a two port antenna are
given in Appendix F.

2.9 Further reading

Several system aspects of antennas are described in various chapters in the classic radar book
by Skolnik [4]. See also the reference list to Chapter 1.

2.10 Complementary comments by S. Maci

The far-field definition is usually adopted for antennas with D > 2X. For smaller antennas
the distinction between reactive near-field distance and far-field distance loose meaning. It
is indeed more appropriate defining the far-field distance by the factorization of the field
in (2.39), namely when the field can be seen as the product between e 7*"/r and a function
depending only on 6 and ¢. For small antennas the far field distance can be defined by
looking at where the quadrupole moment contribution becomes negligible [5], or equivalently
as discussed in Section 4.2.1 of this book, when the higher order terms of the 1/kr expansion

25 This was already explained on page 3 and shown in Fig. 2.25
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of the field from the incremental current sources become negligible. In [6] it is suggested
to use the practical rules Re, = A for D < M\/4, i.e., small antennas, which agrees with the
approximations in Section 4.2.1.

The far-field function G(¢) defined in (2.39) in this book may have other names in other
textbooks, and many authors prefers to normalizing it like f(f) = G(£)/|G(F)|max- Stutzman
and Thiele [7] call it a normalized far-field pattern, and Franceschetti calls it a radiation
vector [8]. The power integral P defined in (2.65), normalized with respect to the maximum
vector function value |G(#)|2.« is sometimes called the beam solid angle; i.e., Q = P/|G(#)|2x
(e.g., [5, page 35] or [9, page 45]). This quantity is interpreted as the solid angle of an
equivalent antenna having uniform radiation intensity |G (#)|2,.x in any direction inside © and
zero elsewhere, and radiating the total power of the true antenna. The beam solid angle is
related to the maximum directivity by D, = 47/Q. For antennas with directivity larger than
20dB, the beam solid angle is approximately equal to the product of the 3dB beam angle
0% and 6{*) in the two principal planes, when these are expressed in radians; i.e.,
Q~0{000) -
This gives the relation
0faa0ia) ~ 4/D,

between the 3dB beam angles and directivity D, [9, page 46]. This expression is less accurate
than the ones derived in Sections 2.4.4-2.4.6, but its simplicity allows for a fast estimate of

the 3dB angles in directive antennas.

Whenever it is possible to define a current I, at the antenna terminals, some authors,
(i.e., [10]) define an effective vector height hy(t) for the transmitting mode by

efjkr

E(t) = jkn Taghy(F) .

4dmr
This definition originates from the far-field radiated by an elementary dipole. In fact, for
an elementary dipole h;(f) = Az@sinf. According to the notation followed in the present
book, we have h;(t) = 104;;77 G(¢). In the receiving mode, it is possible to define an effective
vector height for the receiving mode, by the relationship h,(¢) - E, = Var, where V,, is the
voltage of the Thevenin equivalent circuit in Fig. 2.22. Following this definition, the antenna
reciprocity can be expressed as h;(f) = h. (), namely by requiring that the effective vector

height for the transmitting mode is identical to the one for receiving mode.

2.11 Exercises

1. Polarization and dB:
a) The axial ratio of a circularly polarized wave is 1dB. Find the relative cross-polar level
and the polarization efficiency.
b) A desired linearly polarized wave has an axial ratio of 20dB. Find the relative cross-polar
level and the polarization efficiency.
c) Consider a desired linear x-polarization. The wave is elliptically polarized with 20 dB axial
ratio. However, the major axis of the polarization ellipse makes an angle of 20° with the z-axis.
What is now the relative cross-polar level and the polarization efficiency? How much do the
cross-polar level and the polarization efficiency improve if we tilt the desired polarization in a
way that it becomes aligned with the major axis of the polarization ellipse?
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d) Counsider an elliptically polarized wave with 3dB axial ratio. Find the relative cross-polar
level and the polarization efficiency when we consider the desired polarization to be the best
linear. Compare the values with those we obtain when the desired polarization is the best
circular.

. Polarization: For a circular polarization excitation, make a MATLAB program which calcu-

lates the relative cross-polar level caused by simultaneous amplitude and phase errors. Present
the results in a contour plot with amplitude and phase as variables. Start with the existing
MATLAB document for Fig. 2.3.

. Phase center: Derive Eq. (2.63) for the phase center location of a symmetrical radiation

pattern.

. Phase center: The table below shows a measured phase pattern.

0 0° £10° | £20° | £30° +40°
Phase | 95° | 105° | 140° | —175° | —90°

a) Calculate the phase center location within the +20° sector. Calculate the phases for all
angles when the phase reference point is moved to this phase center.
b) Calculate the phase center location within the £30° sector. Calculate the phases for all
angles when the phase reference point is moved to this phase center.

. Polarizer and noise temperature: Consider the example in Subsection 2.2.6 on the mis-

match in the polarizer. Assume that port 2 is terminated by 502 and that the impedances
on ports 3 and 4 are 75 ).

a) How large is the contribution to the system noise temperature due to the mismatch on
ports 3 and 4 when the antenna noise temperature is 40 K?

b) Assume that we locate the termination on port 2 inside a cold box with temperature 20 K.
How large is now the contribution to the system noise temperature due to the mismatch on
ports 3 and 4?7 What is the axial ratio of the polarization ellipse due to the same mismatch?
c) Assume that port 2 is terminated by a 75 load in room temperature. What is now the
contribution to the system noise temperature and what is the axial ratio of the polarization
ellipse?

. Directivity and phase reference point: Consider a hypothetical omnidirectional antenna

with constant phase, i.e.,
G (0, ) = const.(sin B + cos ©P) .

a) What is the polarization of this antenna along the z-axis?

b) Find the phase patterns in the E- and H-planes if the phase reference point is moved to
z = 0.5\. Sketch it.

c) Find the phase patterns in the E- and H-planes if the phase reference point is moved to
x = 0.5\. Sketch it.

d) Find the directivity of the omnidirectional source. Does it depend on the location of the
phase reference points.

e) Find the cross-polarization in the above three cases.

f) Find the directivity when the antenna only radiates into the upper hemisphere, i.e.,

Gl,p)=0 form/2<0<m.

. Fraunhofer approximation: Derive the condition for which the Fraunhofer approximation

is valid in Section 2.3.4 by assuming that r, = z,% and r = r2, and expanding r’ = |r — 1|
in a power series for small z,. What is the maximum phase error due to the approximation
when 7’ = 22/X and 7' = 222 /A7 The largest phase error appears always in the direction
where 1 L r.
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BOR; antenna: Consider a BOR; antenna with a 3dB half-beamwidth of 15° in both E-
and H-planes.

a) Find the directivity from the approximate cos™(6/2) formulas.

The mechanical design of the antenna is modified and cause the following changes of the
radiation pattern in E-plane: the 3 dB half-beamwidth increases to 17° and sidelobes which
are —25dB less than the main beam maximum, appear between § = 60° and § = 110°. The
pattern does not change in H-plane. There is no change in the phase patterns.

b) Find the new directivity by using the formulas in the examples in Subsection 2.4.4 and 2.4.5.
c) Find the largest value of the relative cross-polar level at § = 15°. In which ¢-plane does it
appear?

BOR,; antenna: We excite the unmodified BOR; antenna in exercise 8 for circular polariza-
tion with an axial ratio of 1dB on axis.

a) Find the polarization efficiency in dB.

b) What is the largest value of the relative cross-polar level within the main beam?

BOR, antenna: If there are phase differences in the E- and H-planes, they can be included
in the approximate theoretical far-field function in the following way,

G(0, ) = cos™(0/2) (e 7FA =D gin 0f 4 203071 cos ) |

where A is adjusted to account for the actual measured phase difference at the #-value for
which the beam pattern is 10dB down.

a) Derive a formula to calculate A from this phase difference. Where are the phase center
locations of the E- and H-plane patterns?

b) Derive the co- and cross-polar radiation patterns in the 45°-plane. Simplify the formula
for the cross-polar field by expanding the resulting equation for small A. Sketch the patterns.
What is the level of the cross-polar sidelobe when A = \/4 and the 10dB widths of the E-
and H-plane patterns are 60°?

c) Assume that we excite the antenna for circular polarization. Where is the phase center
of the co-polar pattern? What are now the cross-polar patterns in the 0°- and 90°-planes?
Sketch them.

Conjugate matching: Derive the conjugate matching condition in (2.131) by using the

equivalent circuit in Fig. 2.22b and by maximizing the power delivered to the load for a given
radiation impedance Z,.
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Chapter 3

Characterization in multipath

Mobile wireless terminals such as handset or phones are subject to strong fading due to
multipath propagation. This is true in particular when they are used in urban and indoor
environments. Then, the performance can be significantly improved by making use of antenna
diversity. This means that the signals on two antennas (with different positions, polarizations
or radiation patterns) are combined in a way that there are shallower fading minima in
the combined signal than either of the contributing signals. Thereby, the Signal-to-Noise
Ratio (SNR) in the fading dips will be better, so that the fading margins in the system link
budget can be reduced. The increased SNR will also allow the capacity of the communication
channel to be increased by using a higher order modulation, if the system allows this. In
addition, if we have several antennas on both the transmitting and the receiving sides, we can
establish several communication channels (referred to as bitstreams) through the multipath
environment. This allows for even larger capacity increase. Such systems are often referred
to as Multiple Input Multiple Output (MIMO) systems. The present chapter describes how to
characterize both single-port and multi-port antennas for use in multipath and in particular
for achieving diversity and MIMO performance.

The so-called reverberation chamber [1] has since the nineteen-eighties been used for EMC
testing of radiated emissions and immunity. It is a metal cavity that is sufficiently large
to support many resonant modes at the frequency of operation. It contains some proper
tools to stir the modes so that statistical field variations appear. It has been shown that the
reverberation chamber represents a multipath environment of a similar type that we find in
urban and indoor environments. And, since year 2000, its application has been extended to
characterize antennas and terminals designed for use in multipath environments. Therefore,
this chapter also describe how reverberation chambers work and how they can be used to
measure performance of antennas and active terminals, in particular when used with diversity
and MIMO capability.

3.1 Multipath without Line-of-Sight (LOS)

Traditionally, antennas were designed for use in environments where there is a Line-of-Sight
(LOS) between the two sides of the communication link. Therefore, antennas were charac-
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terized equivalently, by measurements in anechoic chambers. Still, there may be additional
wave paths between the transmitting and receiving sides. For instance, large smooth objects
located outside the LOS cause reflection, edges of large objects cause diffraction, and small
or irregular objects cause scattering of the waves originating from the transmitting antenna.
The wave contributions via these paths will add at the receiving side. They have independent
complex amplitudes (i.e., amplitudes and phases), so that they may add up constructively
or destructively, or something between these two extremes. In addition, the wave paths and
their complex amplitudes change fast with time, due to the moving of the terminal or objects
of the environment. Thus, large signal variations will be present at the receiver as a function
of time, referred to as fading. The largest signal variations appear when the LOS is blocked.
This type of fading is commonly referred to as small scale fading. In contrast, LOS signal
variations appearing only due to variations in distance from the transmitting antenna or due
to shadowing is referred to as large-scale fading, see [2, Sections 2 & 4].

3.1.1 Rayleigh fading and CDF

At the receiving side the multipath environment can be characterized by several independent
incoming plane waves. The independency means that their amplitudes, phases and polar-
izations as well as the Angles of Arrival (AoA) are statistically arbitrary relative to each
other. If the LOS is absent, and if the number of incoming waves is large enough (typically
a few hundred), or if we move the antenna around in a less rich environment, the in-phase
and quadrature components of the received complex signal become normally distributed,
i.e., a compler Gaussian distribution. This corresponds to a Rayleigh distribution of the
signal magnitudes, and an exponential distribution of the power. The phase is uniformly
distributed over 27. The complex Gaussian distribution is a direct result of the central limit
theorem.

The left graph in Fig. 3.1' shows an example of a Rayleigh fading signal. We see that the
signal varies by more than 25dB. The Rayleigh fading is most conveniently illustrated by the
Cumulative probability Distribution Function (CDF), showing the cumulative probability of
signal amplitudes in dB, which is shown in the right graph in Fig. 3.1. In this figure the
reference level for the dB values is obtained as the sum of the received powers of all the
samples divided by the number of samples, i.e., the average received power. We see that
there is a probability of 0.1 % of having deeper dips than —30dB, and of 1% of having deeper
dips than —20dB, and of 10 % of having deeper dips than —10dB. These values are descriptive
for the Rayleigh distribution and very easy to remember.

3.1.2 Angle of Arrival (AoA), XPD and polarization imbalance

The arriving waves may have a certain AoA distribution in the elevation and azimuth planes.
It is natural to assume that the mobile terminal can be oriented arbitrarily relative to direc-
tions in the horizontal plane, which means that the azimuth angle is uniformly distributed.
The terminals may under normal use have a certain preferred (or most probable) orien-
tation relative to the vertical axis, and common environments (in particular outdoor) have
larger probability of waves coming in from close-to-horizontal directions than close-to-vertical.

1 There exist MATLAB code for all figures of which the caption start with *.
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Figure 3.1: *Example of a fading signal (left) and its CDF (right). The signal levels are presented
in dB after being normalized to the time averaged power.

Therefore, we may need an elevation distribution function to describe real multipath envi-
ronments. Real environments normally also have a larger content of vertical polarization
than horizontal, because most base stations are vertically polarized. This is in propagation
literature characterized by a Cross-polar Power Discrimination (XPD) [3]. We here instead
refer to this as a polarization imbalance in the environment, as it represents a deterioration
of the isotropic reference environment defined later. Both the AoA distribution and XPD are
different in different real-life environments. This is problematic because the performance of
the antennas and wireless terminals then depend on where they are used or measured. So
the results of measurements in one environment cannot directly be transferred to another.
Therefore, it is convenient to define a reference environment, which can easily be reproduced
in practice, giving repeatable results for the performance. The rich isotropic multipath en-
vironment has this characteristic, being a result of polarization balance and a uniform AoA
distribution over the whole sphere.

3.1.3 Rich Isotropic Multipath (RIMP)

As explained above it is desirable to have a rich isotropic reference environment with po-
larization balance and a uniform distribution of AoA in both azimuth and elevation. The
latter means an environment in which all AoAs over the whole unit sphere are equally prob-
able. This simplifies the characterization of antennas and terminals in the sense that the
performance becomes independent of the orientation of the antenna in the environment. The
reverberation chamber emulates such a rich isotropic multipath (RIMP) environment, pro-
vided it is large enough. This reference environment has no true counterpart in reality, but it
is still quite representative as any environment appears isotropic if the terminal is used with
arbitrary orientations in the environment. It is here important to point out that normally an
antenna is not located symmetrically on the phone. Therefore, the phone has different orien-
tations in the environment when used in talk positions on the left and right sides of the head.
This is because opposite sidewalls of the phone point upwards for these two talk positions. A
rich environment means that typically at least 20 waves are present instantaneously.
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The RIMP environment will produce independent and identically distributed (i.i.d.) chan-
nels if the multi-port antennas being considered have uncoupled ports with the same total
radiation efficiency. The i.i.d. case is a well-established reference case in theoretical works on
communication systems and propagation.

3.2 Characterization of single-port antennas in RIMP

3.2.1 Antenna impedance, port impedance and reflection coeffi-
cient

All antennas are characterized by their far-field function? G (6, ») and antenna impedance?® Z,.
The far-field function can be used to plot the co-and cross-polar radiation patterns and to find
traditional pure LOS quantities such as directivity and sidelobe levels. For antennas operating
in a RIMP environment the shape of the far-field function does not play any significant role,
in particular not for single antenna systems. In multi-port antennas it has some significance
as it determines the correlation between the received signals on the ports.

In order to connect to other components like receivers and transmitters the antenna must
have a well-defined port, often in the form of a transmission line or a connector for a trans-
mission line. The characteristic impedance Z. of this transmission line defines the port
impedance, normally 50 Q. When the port impedance is known, the antenna impedance can
be transformed to a complex reflection coefficient r on the transmission line, where?

r= (Za - Zc)/(Za + Zc) . (31)

In an S-parameter representation of the antenna, r =5, .

3.2.2 Mean Effective Gain (MEG) and Directivity (MED)

Antennas in fading environments are sometimes characterized by the so-called Mean Effective
Gain (MEG), the formula of which is given in [3] and [4]. This can be calculated from the
far-field function of the antenna, and it is a function of the orientation of the antenna, its
polarization, and the azimuth and elevation distributions of the AoA in the environment, as
well as the XPD of the environment. For the RIMP environment the MEG becomes equal to
half the classical total radiation efficiency e;.q, i.e.,

MEG = e,24/2 . (3.2)

Generally, the MEG of an antenna in an arbitrary environment can be decomposed in two
factors: the classical total radiation efficiency and the mean effective directivity (MED), i.e.,
MEG = MED - €;aq - (3.3)

In this way the MED solely contains the effects of the environment and the shape of the
radiation pattern, whereas the radiation efficiency contains the effects of losses and impedance

2 Definition of the far-field function is on page 35.
3 Antenna impedance is defined on page 65.
4 For impedance and reflection coefficient transformations, see page 68.
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mismatch. The formula for MED is the same as for MEG, but the “realized gain” far-field
functions in the formula for MEG must be replaced by the “directive gain” far-field functions
in the formula for MED®. Therefore, the ratio between MEG and MED becomes the same as
between the classical realized and directive gains for LOS systems, i.e., the total radiation
efficiency. The total radiation efficiency can be measured in a reverberation chamber. We will
not give the formulas for the MEG and MED here, because we have limited our considerations
to the RIMP environments as explained before. The MEG is discussed in detail in [40].

3.2.3 Total radiation efficiency and transmission formula

From the previous subsections we can state that for antennas in RIMP environment the
performance is determined only by the total radiation efficiency, and not by the shape of
the radiation pattern and the realized gain. The total radiation efficiency includes both
the radiation efficiency due to absorption (ohmic losses) in the antenna, and the mismatch
factorS.

This means that the average transferred power between two antennas, when both of them
are located in RIMP, is proportional to the product of the radiation efficiencies of both of
them, whereas in free space it is proportional to the product of their realized gains”. The
attenuation in multipath environment is also much larger than in free space.

Often, the base station antenna is located above the scattering environment, and the terminal
is located inside the multipath environment. Then, the average power transfer function will
be proportional to the realized gain of the base station antenna, and to the total radiation
efficiency of the terminal.

3.3 Characterization of multi-port antennas in RIMP

In LOS systems we can increase the signal to noise ratio by increasing the directivity of the
antennas, because the received signal increases with the gains of both the transmitting and
receiving antennas. However, in the previous section we have explained that antennas in
RIMP environments do not improve performance by increasing directivity. Still, we can use
several antenna elements to form a diversity or MIMO system. However, to achieve a better
performance we must process the received signals, in a dynamic manner.

To realize antenna diversity and MIMO systems we need several antenna elements located
together in an array, as illustrated in Fig. 3.2. This is not a classical antenna array in the
sense that the elements are combined with specific amplitude and phase relations between
them. Therefore, we prefer to call the diversity or MIMO antenna a multi-port antenna
rather than an array. To be more precise, each port can be characterized as a single antenna,
and the signal inserted (transmitting case) or being present (receiving case) at each port has
no prescribed amplitude and phase relation to the signals on the other ports. Instead, the
signals are continuously processed in an adaptive way to optimize system performance. The
processing is based on first measuring the channel between the transmitting and receiving

5 The directive and realized gains are defined in Section 2.3.9 and 2.5.1, respectively.
6 The radiation efficiency and mismatch factor were already defined on page 56.
7 For instance, see Friis transmission equation on page 59.
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Figure 3.2: Definition of MIMO system with multi-port antennas on both the transmitting and
receiving sides. There are in total N, x N; channels through the environment, each one defined
between one input port of the transmitting antenna and one output port of the receiving antenna.

antenna ports. This corresponds to as full calibration of the communication link from one port
of the transmitting antenna to a port on the receiving antenna, including the environment.
It is commonly referred to as channel estimation, and is done continuously to account for all
variations of the environment.

3.3.1 Definition of channel

In communication and propagation literature the term channel is used to denote the complex
signal amplitude received at a specific port of a receiving antenna relative to the signal
inserted at a specific port of the transmitting antenna. Thus, there are IV,. x N; channels if the
transmitting antenna has IV; ports and the receiving antenna has N, ports. This means that
the channels represent the S-parameters between the ports of the transmitting and receiving
antennas. Thus, the propagation channel is defined with the antennas included.

Classical single-beam array antennas for LOS systems have one port. They are characterized
by their far-field functions and antenna impedances in the same way as other single-port
antennas. The latter is the impedance seen at the array port when all elements are excited
with the amplitude and phase that give the desired shape of the far-field function. The
far-field function of a classical array antenna is the product of two factors: the far-field
function of a single element and the array factor®. There is more about classical arrays in
Chapter 10.

In theoretical work on diversity and MIMO systems the element antennas are sometimes
treated as being isolated. This means that neighboring elements are ignored (removed) when
dealing with each element. However, such analysis must be done with caution because this
isolated element approach is not strictly valid when analyzing multi-port antennas. It only
gives correct results if the ports are completely uncoupled, which they rarely will be in reality,

8 This assumes that the far-field function, of a single embedded element is the same independent of its
location in the array, see Section 10.1.1 and 10.3.1.
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except for two-port antennas with orthogonal polarizations on the two ports. The correct
analysis is done by using the embedded element approach as described below?.

3.3.2 Embedded elements

The embedded element approach has also its background in classical array analysis. However,
compared to the isolated element approach it is regarded as an advanced topic. Thus, it is
rarely covered in introductory antenna courses. The embedded element approach considers
the far-field of each single array element when all the other elements are present, but they are
not excited, rather terminated with their port impedances. The far-fields of such embedded
elements are sometimes called active element patterns, a terminology introduced already
in [5], but they are now more commonly (and descriptively) referred to as embedded element
far-field functions, a term used already in [6].

The excited antenna element induces radiating currents on the terminated non-excited ele-
ments. Therefore, the far-field function of the embedded element may be very different from
that of the isolated element, in particular if the elements are closely spaced with large mutual
coupling. The far-field functions of the embedded elements are used to describe blindness
in classical arrays, whereas in MIMO and diversity antennas they play a more significant
role.

In a multipath environment the received signals on every port are detected and digitalized
independently of each other and thereafter they are combined dependent on the channel
estimates. Therefore, each port receives signals through their embedded far-field functions.
There may also be multi-port processing on the transmitting side. Then, we need to use
embedded element patterns in the transmitting mode analysis as well. In this way, the radia-
tion efficiency at each port as well as the correlation between their signals, are determined by
their corresponding embedded far-field functions. Both these quantities (radiation efficiency
and correlation) are needed in order to quantify performance of diversity and MIMO antenna
systems. Such analysis in terms of far-field functions of embedded elements was introduced
in [7] and [8] based on the analysis of antenna diversity in [9].

The far-field functions of embedded elements can be computed by most commercial computer
programs for antenna analysis, by exciting one port and terminating all non-excited ports
with their port impedances (normally 50€). The embedded element patterns can also be
measured in anechoic chambers. However, it is also possible to characterize diversity and
MIMO antennas in RIMP without knowing the embedded element patterns explicitly. For
example, the reverberation chamber provides a way of measuring radiation efficiency and

correlation without going via the embedded element patterns'C.

3.3.3 Embedded radiation efficiency and decoupling efficiency

We will now explain how to calculate the total radiation efficiency of an element in a multi-
port antenna. Fig. 3.3 illustrates a diversity antenna consisting of two dipoles connected
to their receivers/transmitters. This means that we have assumed that antenna diversity
is implemented. This configuration was analyzed in [6] by using a classical semi-analytical

9 There is more about embedded and isolated element approaches in Chapter 11.
10 There is more about embedded and isolated element approaches in Chapter 11.
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Figure 3.3: llustration of diversity antenna consisting of two parallel dipoles. There are receivers
and/or transmitters at each of the two dipole ports.

approach represented by the equivalent circuit in the upper part of Fig. 3.4. The approach
in [6] is generally applicable to any two-port antenna consisting of single-mode radiating
elements, such as dipoles, slots and to some extent patches. The most accurate will always
be to perform a complete numerical computation using an electromagnetic solver of any
kind. Then, there is no restriction to the elements being single-mode. The general form of
the equivalent circuit is shown in the lower part of Fig. 3.4. This latter equivalent circuit
is too simple to show the induced currents, so it cannot be used to calculate or understand
why the far-field function is different from that of an isolated antenna element. This general
simplified equivalent circuit is simply an illustration of the result of a numerical calculation
of Z, and G(6, )", which is a one-port equivalent circuit. The equivalent circuit will look
the same at port 2, but it will generally have differentG (6, ¢) and Z,.

If the diversity antenna itself consists of materials with very small or no losses, the only
contributions to the total radiation efficiency of the embedded element will be the absorption
in the termination on port 2, and the reflections on the excited port 1. Using the upper
equivalent circuit in Fig. 3.4, the input impedance of the embedded element is

Zoly _, 7
I "o+ 2

1

Zo=17,, + (3.4)
where the latter is obtained directly from the right loop of the equivalent circuit. The
reflection coeflicient r at port 1 and the corresponding mismatch factor e,ef, become

Za_Zc

_ Lo % d oty =1 — |2 .
7. 1 Z. an €ref, 7| (3.5)

r
The total power that is accepted by port 1 is found as Pace = R{Zin}|I,|*/2. The difference
between this and the power P, = Z.|I,|?/2, absorbed in the load on port 2, is the radiated
power Prq, i.€., Praa = Pacc — P,. Finally, the total radiation efficiency at port 1 becomes

L For more information see also page 65.
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Figure 3.4: Complete equivalent circuit (upper figure) for calculation of the far field function and
radiation efficiency of the embedded element 1 of a diversity antenna consisting of two single-mode
elements, each with its own port. Port 1 is excited, and port 2 is terminated. Z,, and Z,, are the
impedances of the two isolated element antennas. Z,, = Z,, is their mutual impedance. r = S|, is
the complex reflection coefficient on port 1. The lower figure shows the equivalent circuit of the same
two-port antenna as in the upper figure, but on the general Thevenin form for one-port antennas.
The port impedances are Z. = 50 2.
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Figure 3.5: Illustration of N-port antenna that can be characterized by its S-parameters between
all ports.

. Prad ZC|I |2
€rad = €ref; € ith Cabs = —— =1 — — 2|
rad ref; €abs w abs Pacc %{Zm} ‘Il ‘2
where e, is the efficiency due to the power dissipated in the load on port 2. This eqps is
therefore the radiation efficiency of port 1. This can be expressed much simpler by using the

S-parameters between ports 1 and 2, according to

(3.6)

€rad = 1 — |Sll|2 - |‘S’21|2 ) Cref; = 1- |Sll|2 )
Cabs = 1- |S11‘2 B |S21|2 (37)
o 1- |Slll2 .

These radiation efficiencies can also be called embedded element efficiencies, reflecting the
fact that the port is connected to one element of an array with the other elements present and
terminated. The S-parameter expressions can readily be extended to any multi-port antenna,
such as that illustrated in Fig. 3.5. The total embedded radiation efficiency of element number
i when there are a total of N ports becomes

N
€rad = 1-— Z ‘Sji|2 . (38)
j=1
This total embedded radiation efficiency can also be called a decoupling efficiency. There will
be an additional efficiency factor if there are losses in the materials that the antenna is made
of. Therefore, (3.8) is only valid as a total radiation efficiency if the antenna is lossless.

Eq. (3.8) also defines a fundamental limitation of elements in classical dense arrays [10]. If the
elements are very close (typically closer than 0.5 wavelengths), the mutual couplings cause
a severe efficiency reduction of each embedded element. This fundamental limitation causes
the directivity of a dense classical array to be smaller than the directivity of each isolated
element multiplied with the number of the elements!?.

The mismatch factor and embedded total radiation efficiency of the two parallel dipoles are
plotted together with the S-parameters in Fig. 3.6 as a function of dipole spacing. The S-
parameters have been obtained using the formulas for self impedance and mutual impedance
between two dipoles given in Chapter 5 and 9, presented in Fig. 5.9 and 10.9 respectively.
We see that the efficiency degrades severely when the dipoles approach each other.

12 See Section 11.3.2.
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Figure 3.6: *S-parameters of two parallel halfwave dipoles and their embedded total radiation
efficiency.

3.3.4 Correlation between ports

The fading environment has statistical properties, so we need to characterize the performance
in terms of the CDFs of the received signals on the different ports. The most random case
is that the received voltages on the ports are completely independent, i.e., uncorrelated. In
practice there will be some correlation between them. This is characterized by a complex
correlation coefficient p defined by'3

_ AL
VONACDINAL

p (3.9)

where V; and V5 are sequences of the samples of simultaneously received voltages of two
ports numbered 1 and 2, and the sums are taken over all the samples. Sometimes we have
not access to the phases of V; and V5. Then, we can evaluate the envelope correlation

Pe = Z |V1V2 | (310)
2 Vi X val?

and it is easy to replace this in the formulas for the diversity gain in Section 3.4.4 by using
that for Gaussian variables

lpl = V/lpel? (3.11)

13 This correlation formula is only valid for quantities with a zero mean value, like the received voltages in
RIMP.
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Formula 3.9 can readily be transformed to deterministic integrals in terms of the normalized
scalar-products between the far-field functions of the two ports, i.e., according to [3],

JI47r G1 (97 90) ’ G:(H, (P)dQ

p= , (3.12)
i GL(6,0) - GL(0,9)d2 [], G, (0,9) - G1(0, 0)d9

where G, (0, ¢) and G, (0, ¢) are the embedded far-field functions of ports 1 and 2, respectively.
The effect of the correlation on diversity gain is analyzed below and quantified by (3.21).
Eq 3.12 is valid between two ports of any antenna in RIMP.

It is also possible to express the same complex correlation coefficient in terms of the S-
parameters measured at the antenna ports, but only if there are no ohmic losses in the
antenna. The appropriate formula for the envelope correlation is given in [11, Eq. (5)] for
the multi-port case. A careful derivation corresponding to that in [11] gives for the complex
correlation
p= _(S;Sm +S:1522) )
\/[1 - (|S11 |2 + |S21 ‘2)][1 - (‘512|2 + |522|2)}

The denominator is readily seen to be equal to the square root of the product of the embedded
element efficiencies on each of the two ports, see (3.7). The absolute value of this complex
correlation is plotted in Fig. 3.12 for the two dipoles introduced in Section 3.3.3.

(3.13)

3.4 Characterization of diversity performance

With diversity, two antennas are used, located sufficiently far from each other (space diversity)
or otherwise with orthogonal polarizations (polarization diversity), or orthogonal embedded
far-field functions (pattern diversity), so that there is low coupling between them. The
received statistical signals on the two ports will then be uncorrelated in RIMP, and it is
very unlikely that there will be fading dips simultaneously on both ports. Therefore, by an
appropriate combination of the two signals, the probability of a fading dip in the combined
signal will be considerably reduced. There are several different possible combination schemes,
such as switch diversity, Selection Combining (SC) and Mazimal Ratio Combining (MRC),
and the improvement of the CDF will be as large as 12dB at the 1% level of the CDF. We
will here not detail the different diversity schemes and instead refer to [3]. We assume MRC
in the discussions to follow.

3.4.1 Channel estimation and digital MRC processing

In order to characterize diversity and MIMO antenna systems we need to know the algo-
rithms employed in the signal processing. We will here explain Maximal Ratio Combining
(MRC).

The basis of a digital diversity and MIMO system is channel estimation. This means that
the transfer functions are measured between the N; transmitting and N, receiving ports in
Fig. 3.2, i.e., all the N, x N; channels. These correspond to the S-parameters S;; between the
transmitting and receiving sides. We could in traditional antenna terms call this a calibration
of the whole antenna system including the environment.
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The channels can only be measured on the receiving sides (based on measuring known pilot
signals transmitted from the transmitting side), unless the channels are the same in both
directions. Such reciprocity is only present if the uplink (i.e. transmitting from terminal
and receiving at base station) and downlink (i.e. the opposite) transmissions appear at
the same time and frequency. This will in practice mean the time and bandwidth within
which there is no fading, i.e., the coherence time and coherence bandwidth of the channels,
respectively. However, this is generally not the case. Therefore, we have to deal with two
cases referred to as: a) Channel State Information (CSI) being known and b) CSI being
unknown, on the transmitting side. The former allows for adaptivity by signal processing
also on the transmitting side. This will improve performance compared to the processing on
the receiving side only. The second case is more common and will be illustrated here.!*

The data stream is transmitted after the channels have been estimated. This is generally
done by a complex amplitude modulation of the channels over time. The modulation must
generally be fast compared to the coherence time of the environment (after which the channel
must be re-estimated), and slow enough to be within its coherence bandwidth. Otherwise,
the estimated channels will not be correct. Thus, best data transmission is present as long
as the received channels are the same as the estimated channels (except for the modulation
of the former). The reason is that the estimated channels are used to optimize the detection
of the signal (i.e., data) on the modulated channels. However, the user and the environment
change with time, so the channel matrix must be regularly re-estimated.

Let us use h. to denote the estimated channels on the receiving ports, and C(¢t)h; to denote
the modulated received channels, where the time variation is used to denote the modulation.
We have by the latter assumed that the modulation is fast compared to the coherence time
and narrowband compared to the coherence bandwidth of the environment. Let us assume
that we have a total of N, x V; channels with the same modulation C(¢). Then, the optimum
way to receive the modulated signal C(t) is to combine the received channels in this way

Copt(t) = > C(t)h; - w; (3.14)

all 4

where w; = hj* are the weights with h/* denoting complex conjugation of the channel es-
timates h;. Thus, we combine the modulated channels by using the complex conjugate of
the estimated channel values as weights, see Fig. 3.7. This sum is referred to as MRC. This
corresponds to the conjugate matching in Section 2.6.4. The conjugate matching of a load
ensures maximum power transfer to the load, and MRC ensures maximum power transfer of
the combined power available in all the N, received channels. It is important to be aware that
this MRC is done digitally after detection and digitalization of the channels, and that the
combined signal is a complex voltage quantity and not a power quantity. The MRC will also
generally represent a maximization of the signal-to-noise ratio. The conjugate matching and
MRC correspond to what in general EM field theory is referred to as conjugate field match-
ing (CFM). Above, we explained MRC for when combining channels available on different
receiving ports, but the approach is general and we can combine channel values originating
from different transmitting ports in the same way.

14 CSI is known only on the receiving side in Frequency Division Duplex (FDD) systems, because the
frequencies are different on uplink and downlink. It is in principle known on both sides in Time-Division
Duplex (TDD) systems.
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Figure 3.7: Block diagram of MRC algorithm applied to four-port antenna for which w; = h{* and
wa = hy" with k] and h5 being the channel estimates. The A/D box is a receiver with an analogue
to digital converter. The example four-port antenna is shown to the right.

3.4.2 Example: MRC applied to 2D slot antenna case

Let us illustrate MRC for the case of a transmitting antenna with one port and a receiving
antenna consisting of N, isolated!® short slots with 0.5\ spacing in an infinite ground plane,
as shown in Fig. 3.7. The sources are then represented by short magnetic dipoles that have
omnidirectional far-field functions in one plane, and we orient them so that this is the xz-
plane. The ground plane limits the radiation to +90°. We will present the formulas of the
analysis for the more general case of N, elements equally spaced along the z-axis with spacing
d. The co-polar far-field function of each element ¢ in the zz-plane is then

Gi(0) = efhwisin® (3.15)

by using (2.52) and (2.41) for ¢ = 0°. For simplicity we have here and in the rest of this
section omitted constants as they do not affect the shapes of the radiation patterns. Let
us now for this study choose the very simple case that we have @ incident waves from the
directions 6, having phase ®, and equal amplitudes. We want the total available incident
power to be the same independent on the number of waves, so we use accordingly complex

wave amplitudes _
E,=/1/Qe% . (3.16)

Then, we can use (2.129) (see also (3.30)) to get the following total induced voltage at the
port of element 4 (this is the channel estimation):

Q

v, = ZG eg<I> Z j(kx;sin 0g+®4) (317)

These first V; are therefore the estimated channels h}. After the estimation has been com-
pleted we can combine the ports in the optimum way for receiving the signal modulated on

15 Isolated elements means that we do not consider mutual coupling in this analysis.
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the @ waves by using the MRC algorithm in (3.14). The received combined signal becomes
then, by using the weights w; = h}*,

N, N,.
MRC = Vb =" <V Y e /s 9”""’) : (3.18)

i=1 i=1 g=1

The far-field function for the whole antenna is obtained by summing up all far-field functions
in (3.15) over all elements by using the estimated channel weights in (3.17) as port weights.
This, gives

N,
Gan(0) =Y Vrelkeisinte (3.19)
i=1

Let us now determine the radiation patterns of this far-field function and discuss them, when
N, =4 and 10. We assume first that there is one incoming wave like in a LOS environment,
see the two upper-most graphs in Fig. 3.8. Note that there are two curves in each graph,
corresponding to two different AoAs of the wave, 0° (solid curve) and 60° (dashed curve),
respectively. We see that MRC corresponds to forming a main beam from the elements that
point in the AoA of the incoming wave, like in a classical array. The main beam is very
wide for the 4-element case, but it is much narrower for the 10-element case. For the case
of a plane wave coming in from 60° we also see a large lobe at —90°, i.e., along the ground
plane. This is the beginning of what in classical array theory a grating lobe. If the spacing
is larger than 0.5\, there may be more such grating lobes having the same level as the main
lobe!S.

Let us now assume that there are two incoming waves with equal phase, see the two middle
graphs in Fig. 3.8. Then, the MRC will result in one main lobe (with a shallow dip between
them) covering both AoAs for the 4-element array case, and two clear main lobes for the
10-element case, one in each AoA direction. There are three sidelobes and four deep dips
between these main lobes, which means that the phase in the two main lobes are the same
(the phase changes by 180° when the pattern goes through a null). If the phase of one of
these plane waves now is changed to be 180° relative to the other (dashed curve), two main
lobes with a deep null between them are formed for the 4-element case. This allows then
for constructive reception of the two incident waves, by making their corresponding received
voltages have the same phase.

If there are more than two plane waves we will not be able to distinguish lobes in the directions
of the waves for the 4-element array, but we see four clear main lobes for the 10-element array,
as shown in the two lower graphs in Fig. 3.8.

For larger arrays the conclusion will be the same. We will not be able to form directive beams
towards the AoAs unless there are more antenna ports than waves in the environment. The
MRC algorithm is still generally referred to as beam-forming, and it is the optimum way of
combining the channels to achieve the highest signal-to-noise ratio.

The Selection Combining (SC) algorithm is much simpler than MRC. In SC combining, the
receiving port with the strongest signal-to-noise ratio is selected at each time interval, and
the others are not used. SC does not work as a classical array for the case of a single incident
wave. In RIMP it is still quite efficient.

16 See Chapter 10.
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Figure 3.8: *Illustration of the far-field patterns (beams) formed on the receiving side of two
different MIMO arrays when the MRC algorithm is used. The two arrays consists of 4 (left graphs)
and 10 (right graphs) small slots, respectively. The slots have, half wavelength spacing on an infinite
plane (see Fig. 3.7). The number of incident waves, their angles of arrival (AoAs) in the xz-plane,
and their relative phases in the center of the array are explained by the arrows (AoAs) and curve
legends below each graph. The AoA direction of 0° corresponds to broadside. The two curves in
each graph corresponds to two different phase relations between the incident waves, except for the
upper two graphs where the two curves represent different AoAs. The phases of the incident waves
are explained in the legends below the AoA arrows.
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Note that the radiation patterns in Fig. 3.8 only are examples. The wave amplitudes and
AoAs are statistical in nature, so we need to characterize the performance of MIMO arrays by
CDFs. The presented patterns are only intended to illustrate that we only get interpretable
lobes in the directions of the waves when there are fewer incoming waves than antenna
ports.

3.4.3 Diversity gains (apparent, effective and actual)

The quality of a diversity antenna system is determined by the improved shape of its CDF in
the environment. Improved shape means that the slope of the CDF is steeper, and any shift
towards higher signal-to-noise values. Therefore, we need to specify the environment, and
we need to know the CDFs at each port. We limit ourselves here to the well-defined RIMP
environment. The CDFs are determined from the discrete channel samples measured on each
port of the receiving antenna, and from the channel samples at the port of a reference antenna
in the same environment. The samples are measured!” or simulated for different channel
realizations. The channel realizations can be obtained, e.g., by moving the antenna around
in the RIMP environment, by locating it at many different fixed locations, or by changing
statistically the amplitudes and AoAs of the waves in the environment. The reference antenna
is typically a wideband single-port antenna with known total radiation efficiency.

A CDF of a channel is obtained from the channel samples in the following way:

1. Produce a set of M channel samples, where M is a number preferably larger than or
equal 1000.

2. Compute the average received power from all samples, i.e., take the square of the
absolute value of all samples, sum them up, and divide by M.

3. Normalize all samples to the square root of the average received power of the ideal
reference antenna. This is the average received power of the reference antenna divided
by its known total radiation efficiency.

4. Arrange all normalized samples from the lowest to the highest level and number them
successively from 1 to M.

5. The CDF is then the curve obtained by plotting the sample number divided by the
total number of samples (i.e., the cumulative probability) versus the level of the corre-
sponding samples in dB.

Such a CDF will in an ideal RIMP environment have the theoretical Rayleigh shape except at
the lowest levels where the probabilities are close to 1/M. Therefore, we can produce more
accurate CDFs by using more samples. The shape of the CDFs in RIMP will also deviate
from Rayleigh shape if the environment contains a small LOS contribution, and if it is not
rich enough.

We now use the two parallel dipoles in Fig. 3.3 as an example, with a given separation
between them of 0.045\ so that there is a significant mutual coupling and a low embedded
radiation efficiency. Then, Fig. 3.9 shows the CDF of the fading channel amplitudes in RIMP
environment. The theoretical Rayleigh distribution is included as a reference. The CDFs

17 The channel samples can, e.g., be measured in a reverberation chamber, see Section 3.7, or they can be
simulated as explained in Section 3.6.5.
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observed on any antenna port have the same shape as this theoretical Rayleigh, but they
are shifted horizontally with respect to the Rayleigh by the value of their total embedded
radiation efficiencies in dB. If we apply MRC to the signal samples on the two ports, we get
the improved MRC CDF shown in the figure, having a steeper slope.

The diversity gain is the difference in dB between the MRC CDF and a reference Rayleigh
CDF at a certain CDF-level, normally chosen to be 1%. We can distinguish between apparent,
effective and actual diversity gains [7] and [12], depending on what kind of reference we
use. The reference is a Rayleigh-shaped CDF corresponding to an ideal antenna with 100 %
efficiency, and therefore the dB value is referred to as a dBR value.

Apparent diversity gain: The reference CDF is the CDF at the port with the strongest
average power levels.

Effective diversity gain: The reference CDF is the CDF at the port of the ideal reference
antenna, i.e., the theoretical Rayleigh CDF.

Actual diversity gain: The reference CDF is the CDF at the port of an existing practical
single-port antenna. The latter is then normally the single-port antenna that is to be replaced
by the diversity antenna under test, so that we can determine the actual improvement over
an existing solution. Both antennas must therefore be measured at the same location, e.g.,
relative to a head phantom.

In the case of actual diversity gain, the practical antenna reference shall be located in the
position relative to an object (e.g., a head phantom) that corresponds to the desired position
of operation of the terminal at which the antennas are located. Under these definitions, the
actual diversity gain in dB is the effective diversity gain in dB minus the radiation efficiency
in dB of the single-port existing antenna that the diversity antenna shall replace. The latter
value is negative, so the apparent diversity gain appears much larger than it actually is if
the reference was an efficient single-port antenna. The effective diversity gain represents the
gain over an ideal single-port reference antenna, where the latter is characterized with no
additional antenna in its proximity.

We see that in our example in Fig. 3.9 the apparent diversity gain at 1% CDF level is 8 dBR,
whereas the effective diversity gain compared to the ideal single-port antenna reference is
only about 3dBR. This means that if the receiver system allows for a fading margin of 20dB
to be able to receive with sufficient quality 99 % of the time or for 99% of the users (i.e.,
1% CDF level), we can reduce the fading margin by 3dB if we use this specific diversity
antenna (two parallel dipoles with 0.04\ spacing) instead of a very good single antenna. This
3dB diversity gain could easily be made larger by using larger dipole spacing, or by choosing
two orthogonal dipole antennas. The theoretical maximum is 12dB by MRC (and 10dB by
selection combining). The discrepancy between 3dB and 12dB is in the example mainly
due to the low radiation efficiency when the dipoles are so close. This is caused by mutual
coupling, giving large absorption in the 50 load of the not-excited dipole. In contrast, the
reduced diversity gain due to correlation has minor effect, as explained below.

The published results of diversity gains as a function of dipole spacing can be seen in
Fig. 3.10'® with MRC. Similar results are shown for selection combining in [7] including
verification by measurements in reverberation chamber. There it is also shown significant
actual diversity gain for antennas used near the human body (using a simple cylindrical head

18 There exist MATLAB code for all figures of which the caption start with *.
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Figure 3.9: *CDF of the ideal reference antenna (corrected for its finite radiation efficiency) and of
a diversity antenna consisting of two parallel dipoles separated by 0.05\.

phantom). The actual diversity gain is shown to be more than 6dB, even when the dipole
separation is only 0.06X. Antennas with uncoupled orthogonally polarized ports will naturally
have larger diversity gains.

3.4.4 Theoretical determination of diversity gain

Theoretically, we can determine the effective diversity gain Ges by the following formula

Geff = 6radCTVapp 5 (320)

where Gapp is the apparent diversity gain. This depends on the correlation coefficient p
obtained from (3.12) by using the far-field functions of the two embedded ports, and for a
lossless antenna the simpler equation (3.13) can be used. The relation between apparent
diversity gain and correlation is given by the following approximate formula in [13, pp. 474],

Gapp =10.5 - ¢, with e, =+v1—1p?, (3.21)
where 10.5 is the maximum apparent diversity gain at 1 % CDF level with selection combining,
and e, is an approximate expression for the decorrelation efficiency, i.e., the reduction in
diversity gain due to correlation between the signals on the two ports. This formula is not
very accurate for correlations close to unity when compared with the more accurate formulas
in [13, pp. 470]. However, if we scale p with a factor 0.99, the formula becomes

e, =+/1—10.99p|2 (3.22)

which differs from the more accurate expression for the apparent diversity gain at 1% CDF
by less than 0.1dB as shown in Fig. 3.11. It is worthwhile to note that the correlation must



3.5. MAXIMUM AVAILABLE CAPACITY FROM SHANNON 94

1 12

0.9} 11} -
_ 0.8} 10}
|
= 0.7}
S @ 9f
< L =
® 0.6 < gl /
S} S !
3 L
< 0.5 2 o
o | & !
5 0.4 g ,
o3| S
g 0.
< i

0.2} St

0.1 4 Apparent diversity gain |

— — — Effective diversity gain
0 ‘ ‘ ‘ ‘ 3 : : : :
0 01 02 03 04 0 01 02 03 04
Separation d/A (=) Separation d/A (=)

Figure 3.10: *Correlation between the ports of two parallel halfwave dipoles in RIMP, and the
apparent and effective diversity gains by MRC versus dipole spacing.

be very strong in order to cause a significant reduction of the diversity gain.

Eq. (3.21) can only be used when the embedded total radiation efficiencies are the same on
the two ports. In [14] there is presented an empirical formula that can be used also when the
efficiencies on the two ports are different. This is

2
Gapp == \/(1 + eIIllI1> + 105@(1 — |p|2) (323)

€max max
where eni, and enax are the embedded total radiation efficiencies on the two ports.

Otherwise, and for more ports, the diversity gain can be determined from measured and
computed CDFs [15]. The formulas in (3.22) and (3.23) are simple, but we still need to
perform channel measurements or simulations in order to determine the complex correlation
p from (3.9), (3.12) or (3.13).

3.5 Maximum available capacity from Shannon

In modern MIMO mobile communication systems there will be multi-port antennas on both
the base station and terminal sides to form several communication channels between them,
referred to as spatial multiplexing. These different communication channels are commonly
referred to as bitstreams to separate them from the larger number of channels available
to achieve diversity. For instance, four antennas on both sides form 4 x 4 = 16 possible
channels in the way they are defined in Section 3.4.3, but there will only be four bitstreams
available. This correspond to communication via the eigenvectors of the whole channel
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Figure 3.11: *Correlation efficiency factor at 1% CDF, i.e., reduction of diversity gain at 1%
cumulative probability level, as a function of the pattern correlation in (3.12), obtained with the
approximate equation (3.22) and the exact expression in [13].

matrix, where the eigenvalues are the signal strength of each bitstream. The most common
way of diagonalizing a matrix is Singular Value Decomposition(SVD). However, the SVD
requires preprocessing on the transmitting side and therefore CSI to be known. Therefore,
other bitstream decomposition methods are more common, requiring only processing on the
receiving side, such as Zero Forcing (ZF).

The data on the transmitting side is distributed among the different bitstreams, which there-
fore contain completely different modulated information in contrast to the diversity MRC
case in Section 3.5.1 that maximizes the received power for one bitstream. If CSI is known
on the transmitting side it is possible to transfer much more information.

The maximum possible average channel capacity in a MIMO system can be calculated by
using Shannon’s fundamental formula for maximum available capacity. We illustrate this
basic Shannon capacity with two simple examples in LOS. The wireless channel is treated in
much more details in [16].

3.5.1 Single-port system

The maximum available capacity of a communication channel through any environment is
given by Shannon’s classical formula

C =log, |1 +SNR| (bits/s/Hz) , (3.24)

where SNR is the signal-to-noise ratio at the receiving side, and where log, means the log-
arithm with base 2. This means that the capacity of a system not only depend on its
bandwidth, but also depends on the SNR. Thus, if we increase the transmit power, we can
transfer more bits/s/Hz over the channel'?. This is done in practice by increasing the order

19 This is valid if the modulation of the signal is allowed to change adaptively.
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of the modulation. However, we have to know the channel and its SNRs in order to benefit
from this. Therefore, channel estimation and its feedback to the transmitter is important in
communication engineering. The Shannon formula is also valid under fading, but then the
SNR of the channel varies with time, in which case channel estimation must be performed
continuously, and hence becomes a very important issue.

3.5.2 Parallel channels in LOS

If we use two parallel communication systems instead of one, we can naturally double the
capacity if they are mounted in a way that there is no interference. This can be done, e.g., by
locating the antennas of the extra system in the nulls of the radiation patterns of the other,
or to use orthogonal polarization of the two systems. Thus, the maximum available capacity
of two such systems corresponding to two parallel channels (i.e., two bitstreams) becomes

1 1
C'=C, +C, =log, |1+ SNR, 1+ ;SNR,

).

where the indices on C and SNR denote systems 1 and 2. The factor 1/2 on all the SNRs
means that we have divided the total transmitted power equally between the two channels.
We will now discuss whether or not it is possible to increase the capacity by combining the
two antennas on each side to a classical directive array so that a single communication system
with larger SNR is formed.

+ log,

(3.25)

1 1

The signal to noise ratio of a LOS system is given by

P PGG, ()

SNR = N = N , (3.26)
where P, is the received power, P, is the transmitted power, G, is the realized gain of the
receiving antenna, G, is the realized gain of the transmit antenna, N is the noise power, and
A/4mr is called the free space attenuation. We now double the gains on both the transmitting
and receiving sides by combining on each side two equal uncoupled directive antennas to a
classical directive array with the double gain. Then, the SNR of the new single-bitstream
system with classical two-element arrays on both sides becomes

Classical arrays:  SNR, , = 4SNR , (3.27)

i.e., four times larger than the SNR of each of the two systems. The condition for this equation
to be valid is that the noise power is independent of the antenna gain. This assumption is
normally true in practical ground-based communication systems.

The capacities for the two cases; two parallel low gain links with the power equally distributed
between the two transmitting antennas, and one high gain link, become

Two parallel low gain links: ~ C, = 2log, |1 + $SNR]

One high gain link: C,,, = logy |1+ 4SNR| (3.28)
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Figure 3.12: Maximum available capacity according to Shannon’s formula for two parallel 1 x 1
systems (one antenna on each side), and one 2 x 2 antenna system where the two antennas on each
side are combined to a directive array of double directivity on each side.

in (bits/s/Hz). These two equations are plotted and compared in Fig. 3.12 to show that as
long as SNR > 10.8dB in each channel it is advantageous (for increasing capacity) to use
parallel systems with low gain antennas rather than one system with high gain antennas.
The maximum available capacity increases by up to a factor 2 when we double the number
of channels (for large SNR). These are theoretical results. In practice there will be other
limitations that may change this conclusion, e.g., hardware and cost constraints.

3.5.3 Parallel channels in multipath

In a fading environment the instantaneous capacity is given by the same formula as for the
LOS case, but the formula for the SNR is different. The space attenuation is much larger
due to the scattering from all blocking objects, and the SNR will fade with the fading signal
level. Therefore, it is common to use an average maximum available capacity (also called
ergodic capacity) in characterization of systems used in multipath, obtained by averaging
the Shannon capacity over the distributed variations of the power samples of the signal. The
power samples are distributed exponentially in Rayleigh fading.

In a MIMO system with multiple-port antennas on both the transmitting and receiving sides
there are many channels through the environment. Consider the two-port antennas from
the example, in Section 3.5.2, but now in a multipath environment. Then, the signal (from
each of the two transmitting ports) will be received on both the receiving antenna ports. In
principle we will have the same situation as in LOS. If SNR is small it is better to combine
the ports to one bitstream using diversity whereas if SNR is large we can use spatial diversity
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to get two bitstreams (links) and thereby higher capacity.

The general formula for the maximum available capacity of a MIMO system with an N;-port
transmit antenna and an N,-port receiving antenna is

- SNR ~ .
O = IOg(Z) (det (IerNt —+ ]VtHNTXNtHNrXNt>) y (329)

*

where I is a unit matrix, H is a normalized complex channel matrix, and H

Ny XNy Ny x Ng Ny x Ny

is the complex conjugate transpose of H . The normalization must be done with respect

Ny XNy
to average received power on a reference antenna with known radiation efficiency. The C
and H notation with the tilde symbol means that C and H fade with time, so that we need
to average the Cs over the distribution function of the signal power in order to compare the
channels. The channel matrix contains fading samples of the channels which means that we

need to average C over the distribution of fIerNt.

The Shannon formula represents the maximum available capacity, and this is very far from
what is achievable in practice. In practical systems typically 6 dB more transmitted power
is needed than given by Shannon’s formula, for a given desired capacity. Therefore, the
Shannon capacity is not very useful for characterization of antenna systems. We will instead
choose the ideal digital threshold receiver for such characterization, to be introduced in
Section 3.8.

3.5.4 Normalization

The correct normalization of the channel matrix is very important. It must be done with
respect to the square root of the time averaged power received on a single-port reference
antenna with 100 % radiation efficiency?’. And this reference antenna must be located in the
same environment, and we must require that the total power transmitted from the antenna on
the opposite side of the environment is the same as when we produced the channel matrix.
We will in the next subsection show how typical channel matrices can be computed and
measured.

3.5.5 Numerical simulation of channels in multipath

We will now explain how to simulate a fading environment numerically. First, we generate
a set {Ex} of K =1,2,..., K incident plane waves with AoAs (0, ¢x) randomly and uniformly
distributed over a sphere surrounding the MIMO array to be investigated. The sources Ej
in the set have independent and complex Gaussian-distributed amplitudes of the - and -
polarized components. We compute the combined open-circuit received voltage V; on each
embedded antenna port due to all these waves by using the equivalent circuit of the antenna
in receiving mode (see Fig. 2.22), i.e.,

2N
Vi= ol ZGi(9k7tpk) Ey (3.30)
k=1

20 See §3 in the procedure in Section 3.4.3.
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where all parameters have been explained previously?! and G;(6, ¢) is the embedded far-field
function on port . The power absorbed in the load R, becomes

2

! 7 (3.31)

RziRL

Vi
Zot 2,

which has its maximum value when the antenna is matched to the load, i.e., when Z; = Z,
as shown in Section 2.6.4.

In order to determine the performance of a specific multi-port antenna with N, ports in an
N, x N, MIMO system, we assume that the N, ports at the opposite transmitting side are
completely uncorrelated with equal amplitude. We can model this by generating N; sets of
incident plane waves, with k = 1,2,...,20 plane waves in each set, and calculating N; values
of received voltages V; at each receive antenna port ¢. The received voltages are then put
row-wise into the channel matrix H.

We compute the received voltages of the reference antenna in the same way by using (3.30)
and one set of incident plane waves, but now using the far-field function of the reference
antenna. This should as explained Section 3.5.4 and Section 3.4.3 be a matched antenna
with 100 % radiation efficiency.

Then, we repeat the calculation of the received voltages V; on the N, receive antenna port,
and the received voltage on the reference antenna port ¢ = ref, a large number of times M.,
for example M, = 10000 times. The larger M the better convergence of the CDF, and the
better estimate of the average received power. The average received power on the reference
antenna is evaluated using

1 MCDF

Ppy = ——
¢ MCDF

(Prot)m - (3.32)

m=1

Now we have a reference level and can determine the CDF and the total embedded radiation
efficiency at each port ¢ of the multi-port that we are investigating, and thereby evaluate the
diversity gains as explained in Section 3.4.3.

The embedded radiation efficiency on port i of the multi-port antennas becomes e.g.,
€rad, = &5 7, (-Pz)m 5 (333)

where P; is given by (3.31).

3.6 Emulation of RIMP using reverberation chamber

The reverberation chamber is a large metal cavity provided with mode stirrers and one or
more antennas, as shown in Fig. 3.13. It has been used for more than 30 years for Electro-
magnetic Compatibility (EMC) measurements of electromagnetic susceptibility and radiated

21 See Section 2.6.3.
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emissions of electronic devices, as described in the overview article in [1]. The basic theories
of it have also been well understood [13], [17]-[19]. The main EMC application has been to
generate high field strength for susceptibility testing. In recent years the reverberation cham-
ber has also been developed to a more accurate instrument for measuring the characteristics
of desired radiation of small antennas and active mobile terminals. In particular when these
are intended for use in Rayleigh fading, such as for wireless/mobile communications in urban
or indoor environments. We here describe how the reverberation chamber works, and how
to measure the performance of antennas as defined in the previous chapters.

3.6.1 Mode stirring (mechanical, platform, polarization)

The basic measurement setup in a reverberation chamber is illustrated in Fig. 3.13(a). This
setup is used both for calibration of the chamber and measuring passive antenna performance.
We measure the transmission coefficient S,; between two antennas in the chamber. One of
these is the reference antenna or the Antenna Under Test (AUT), and the other is part of the
chamber and could be wall-fixed. The reference antenna is used during calibration. The AUT
is used during tests. The chamber is so large that several cavity modes are excited at the
frequency of test, so the level of S,; may be larger than in free space, but it may also be much
lower, depending on how the modes are excited and how they interfere (combine) resulting
in fading. Reverberation chambers are provided with different ways of stirring the modes
and thereby the S,, level varies, i.e., emulation of fading. The most common mechanical
mode stirring methods are to use fans or other large rotating or translating mechanical
structures.

The chamber in Fig. 3.13 has the following stirring capabilities:

1. Mechanical stirring: This is achieved by means of two plate-shaped stirrers, which can
be moved along a complete wall and along the ceiling using electrical stop motors. The
larger volume the stirrers cover, the better.

2. Platform stirring [20]: The AUT test is located on a rotatable platform which moves
the antenna in the chamber. This stirring method is very effective in small chambers.

3. Polarization stirring [21]: There are three orthogonal wall-fixed chamber antennas, and
S,, is successively measured between each of them and the AUT. Thus, the chamber
gets a good polarization balance.

There is also a fourth very effective stirring method, referred to as frequency stirring [22].
This corresponds to averaging S,, (complex frequency stirring) or |S,,|? (power frequency
stirring) over a frequency band during the processing of the results. This will be treated in
the next section.

3.6.2 The S-parameters of the chamber and of the antennas

Fig. 3.14 illustrates how S,, and S,, are measured between two antennas inside a reverbera-
tion chamber. We can physically argue that S,, of the AUT must consist of two contributions:
one contribution being the S¢, from the antenna itself as if it was located in free space, and
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Figure 3.13: Typical reverberation chamber (RC) for Over-The-Air (OTA) measurements.
(a) Sketch of RC and measurement setup for calibration and measurements of performance of multi-
port antennas (sketch shows two parallel dipoles). (b) *Color plot of relative E-field distribution
computed at the walls of simplified RC and on three orthogonal surfaces meeting in the center of
the chamber, for illustration of the statistical nature of the fields. When the stirrers move, the field
distribution will change. (c¢) Drawing of RC with wideband disk-cone antenna for calibration of the
transfer function. The calibration antenna can be replaced by a passive Antenna Under Test (AUT)
or an active wireless Device Under Test (DUT).
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Figure 3.14: *Example of measured S-parameters of two antennas in a reverberation chamber as
a result of mode stirring, and illustration of the deterministic and random contributions to them.
Note that the deterministic part in reality is much smaller.

another S7, from the chamber, i.e.,
S, =81+ . (3.34)

The former of these contributions is deterministic, whereas the latter is random as a result of
the stirring. If the number of independent samples of S, is large enough, S¢, gets a complex
Gaussian distribution with zero mean. Therefore, it is possible to determine S{, by complex
averaging of the measured S,, over all stirrer positions i, and if needed by additional complex
frequency stirring, as shown in [23], i.e.,

a 1 <
Sn = M ZSM = Su ’ (335)

all ¢

where S,, is a compact way of writing the average of S,,. Similarly we can find Sg, of the
wall-mounted chamber antenna.

In a similar way, we can argue that S,, must consist of two contributions, one deterministic
contribution S¢, being the same as in free space, and another statistic contribution S, coming
from the chamber, i.e.,
d
S, =S8, +S; . (3.36)

3.6.3 Rayleigh fading, Rician fading and AoA distribution

We would like the reverberation chamber to provide the rich isotropic reference environment
RIMP with Rayleigh fading. This requires the direct coupling in (3.36) to be as low as
possible. The direct coupling follows the free space transmission equation, also referred to as
Friis transmission equation??, yielding

i (A
|S21| = E GtGT, (337)

22 See page 58.
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where r is the distance between the antennas, A is the wavelength, and G; and G, are the real-
ized gains of the wall-mounted antenna and AUT, respectively, in the direction of the opposite
antenna. Therefore, the main lobes of the antennas should not point towards each other.
The polarization stirring is very effective to reduce direct coupling, as the direction of the
AUT will be different in different stirrer positions. The direct coupling together with loading
the chamber can alternatively be used constructively to get a controlled Rician distribution
for test purposes, as proposed in [24].

From the discussion in the previous subsection, it is clear that the reverberation chamber
provides Rayleigh fading if the direct coupling is reduced to be sufficiently smaller than the
chamber contribution to S,,. This can be done by platform stirring, using a metal shield to
block the direct coupling, or by using a wall fixed antenna that has a null in the direction of the
AUT. In [25], it was shown that each mode in a rectangular cavity can be expressed as eight
plane waves, and that the arrival directions of these plane waves are uniformly distributed
over the unit sphere, if there are enough excited modes. Therefore, the reverberation chamber
represents a RIMP environment if it is large enough, i.e., the desired reference environment
defined in Section 3.1.3.

3.6.4 Average transmission level (Hill’s formula) and calibration

The transmission between two antennas in free space follows Friis transmission equation (3.37).
The corresponding formula for transmission between two antennas located in a reverbera-
tion chamber is Hill’s transmission formula, see [18]. This is valid when there is no direct
coupling, and it presumes a large chamber with many excited modes. We choose to refer to
Hill’s formula as the chamber power transfer function, and to present it in the following form

c 12 Pr cgeradl €rads,

Genm = S5, |7 = P, 1672V 2Af (3.38)
where f is the frequency, c is the velocity of light, V' is the chamber volume, e,,q, and
erad, are the total radiation efficiencies of the two antennas, and Af is the average mode
bandwidth. The latter consists of four additive contributions due to: the wall losses, power
leakage from the chamber, the antennas present in the chamber, and any absorbing objects
in the chamber, i.e.,

Af = Afwar+ D Afac+ Y Afant + Y Afovi

all all all all (339)
walls slots ant obj
with
24 |c co
Afwal = 3V ,ﬂ_Lf ; Aflek = m y
1 (3.40)
Berad c
Afant = == ) A i — 5 1/ )
Jont = {5y 2 Jobj = 5370

where 7 is the free space wave impedance, A the area of a conducting surface (such as a
chamber wall) with surface resistance p, o, is the leakage cross section of a narrow slot

in the chamber wall, and o, is the absorption cross section of an absorbing object. o,



3.6. EMULATION OF RIMP USING REVERBERATION CHAMBER 104

and o, are defined in [18]?3 and have slow frequency variation compared to the explicit
frequency variation in the formulas. The total Af can be very different in different practical
chambers, corresponding to chamber quality factors (Q) of between 30 and several thousands

(Q=f/Af).

In practice a measurement of radiation efficiency goes as follows. First, the chamber trans-
fer function is determined by calibration, using a reference antenna with known radiation
efficiency eyaq,, and with the AUT present in the chamber with its port match-terminated.
The actual measurement will then be done by match-terminating the reference antenna and
mounting the cable to the port of the AUT. The ratio between the two average power transfer
functions of the chamber in the two cases equals the ratio between the radiation efficiencies
of the reference antenna and the AUT. The radiation efficiency eyaq, of the chamber-fixed
antenna does not need to be known because it will be the same both when measuring the
reference antenna and the AUT.

It is also possible to calibrate the chamber without having the AUT inside. However, then,
the reference antenna must also be removed when the AUT is measured. This is a simplified
procedure, because we can use the same calibration when measuring several AUTs, and in
particular it is simpler when measuring many active terminals. However, this simplified
procedure only works if the chamber is loaded so much that the reference antenna and AUT
does not represent any significant contribution to the Af of the chamber. If they do so, the
results of the measurements may be wrong, as the chamber transfer function does no longer
have a linear dependence on e;,q of the reference antenna, and the AUT. This may happen
in particular if the reference antenna or AUT are made of materials which absorb radiation
and thereby increase Af even when the antenna ports are open or short-circuited.

3.6.5 Frequency stirring on net transfer function

We have found that if we remove the free space mismatch factor from S,, in (3.38), we
get an average chamber transfer function that varies slower with frequency. This can then
be frequency stirred for better accuracy without losing resolution due to variations in the
mismatch factor. The free space input reflection coefficients of the two antennas can be
obtained by complex averaging of the S,, and S,, measured in the reverberation chamber,
as explained before. By removing the two mismatch factors we get the following formula for
the maximum available (or net) chamber power transfer function

Gchm:iz _ |f261|2 = (3.41)
N N (1_|S11‘ )(1_|522| )

where N is the number of stirrer positions. This function can be frequency stirred to improve
accuracy.

23 Tt should be noted that here we have expressed the average power transfer function in terms of the
average mode bandwidth A f rather than in terms of the quality factor (Q) of the modes, which Hill used
in [18]. The reason is that the formula for A f is much more compact, because the different A f contributions
are additive, which Q contributions are not. Also, for specific chambers (at least loaded ones), the average
mode bandwidth will not vary much with frequency, and therefore the value of A f characterizes the chamber
better than Q, over a large frequency band.
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3.6.6 Number of independent samples & accuracy

In order to perform accurate measurements in the reverberation chamber we need the cham-
ber transfer function in (3.38) to be proportional to the radiation efficiency independent of
which antenna or terminal we use, like in Hill’s theoretical transmission formula. This is
possible only if the mode stirring creates enough independent samples. The S,, samples are
complex Gaussian distributed if the chamber is well stirred. Then, the relative accuracy by
which we can estimate Genm has a standard deviation of [6]

o =1/v/Ning , (3.42)

where Ni,q is the number of independent samples. This means that we need Ni,q = 100
for an accuracy of £10%, i.e., £0.5dB. Thus, it is crucial that we can obtain at least 100
independent samples by the mode stirring.

The number of independent samples is determined primarily by the mode density in the
chamber, i.e., by the number of modes per MHz. This is approximately given by the classical

formula
aZ\fmod

of

The number of independent samples is proportional to the mode density, but the propor-
tionality constant is not known. It depends on chamber loading, mode stirring methods,
mechanical stirrer shapes, and chamber shape (at least for small chambers). However, we
can preliminary state the following approximate relation between the mode density and num-
ber of independent samples:

=V f28r/c? . (3.43)

6Nm0d
of

Nind S 8 |: :| (Af + st + Bmch) ) (344)

where Bg is the bandwidth of the frequency stirring, and Bpe, is a mechanical stirring
bandwidth used to characterize the stirrers. The factor 8 is due to platform stirring and
is rooted both empirically and by physical reasoning. The latter argument goes as follows:
Each cavity mode can be written as a sum of 8 plane waves [23], and therefore we can get
8 times more independent samples than modes by moving the antenna or terminal under
test around in the environment, which we do by platform stirring. The < sign in (3.44)
means that this is an upper bound when we have enough samples and the mechanical mode
stirring is sufficiently strong. A thorough study of uncertainties in reverberation chambers
using (3.44) and different loads to control Af can be found in [26].

A good reverberation chamber can provide measurements of efficiency-related quantities with
standard deviations better than 0.5dB, and even approaching 0.1dB [26] without doing any
frequency stirring. This requires that the chamber should not be loaded too heavily, i.e.,
Af should be small compared to the frequency of operation. The problem with frequency
stirring By is that the resolution becomes worse (resolution bandwidth increases), and then,
we cannot resolve variations in the radiation efficiency which are faster than Bg. In practice
the resolution is somewhat better by using the mismatch correction to the transfer function
before power averaging, like in (3.41). The reason is that normally mismatch efficiencies
varies faster with frequency than efficiencies due to ohmic losses.
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3.7 Measurements in reverberation chamber

3.7.1 Calibration and characterizing multi-port antennas

The procedure for measuring a single- or multi-port antenna in a reverberation chamber is
briefly described as follows. The AUT is located inside the reverberation chamber in such a
way that it is more than 0.5 wavelengths from the walls and mechanical stirrers?*. We also
locate a single reference antenna with known radiation efficiency far enough from the AUT
to avoid significant direct coupling®®. We connect one of the AUT ports to a source, i.e., a
network analyzer, and terminate all the other ports and the reference antenna in 50Q. We
gather S-parameters between the port and the three chamber antennas (used for polarization
stirring) for all positions of the platform and the mechanical stirrers and for all frequency
points. The measurement procedure is then repeated for every antenna port, also with the
unconnected ports terminated in 50, for exactly the same stirrer positions and position
of the array inside the chamber. Thus, the field environment is exactly the same when
measuring every port. The complex transmission coefficients S,, between the connected port
and each of the three fixed chamber antennas, as well as the reflection coefficients S,, of
each of the chamber antennas and S,, of the array port, are stored for every stirrer position
and frequency point. Finally, we connect the reference antenna to the network analyzer and
perform the same measurements as for the array. During the reference measurements, the
AUT with all its ports terminated in 50 must be present in the chamber. This is necessary
because the loading of the chamber (and thus the Q-factor) needs to be the same during the
measurements of both the reference antenna and the AUT. A further reason is that the AUT
itself loads the reverberation chamber considerably even when there is a lossy object such as
a head phantom inside the chamber?S.

In a small chamber it is advantageous to use frequency stirring (averaging) to improve ac-
curacy. In such cases we correct the complex samples of S,; with mismatch factors due to
both S,, and S,, before the frequency stirring, see (3.41). We also normalize the corrected
S,, samples to the reference level corresponding to 100% radiation efficiency. This is ob-
tained from the corrected S,, samples measured for the reference antenna, and its known
radiation efficiency. We refer briefly to these corrected and normalized samples of S,, as the
normalized S,, values. The normalized S,, values represent estimates of the channel matrix
H between the wall antennas and the AUT inside the chamber. Therefore, from the mea-
sured S-parameters the diversity gain and capacity can be obtained as explained in preceding
sections.

In the above explanations the MIMO channel is considered between the chamber antennas
and the multi-port AUT. It is of course also possible to locate two multi-port antennas inside
the chamber and measure the MIMO channels between the ports of these two antennas, and
evaluate them as a complete MIMO system.

24 For directive antennas longer distances will be needed in the main lobe direction.

25 For non-directive antennas a spacing of half to one wavelengths is sufficient.

26 A simplified procedure with only one antenna at the time in the chamber is described at the end of
Section 3.6.4. However, this is not recommended when measuring multi-port antennas.
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3.7.2 Radiated power, receiver sensitivity and data throughput

Complete mobile devices and cell phones can also be measured in reverberation chambers.
The total radiated power is readily measured as follows: first find the chamber transfer func-
tion in (3.41) by using a reference antenna with known efficiency. Next measure the radiated
power from the phone by connecting a spectrum analyzer or a wireless communication test
instrument to the chamber-fixed antennas.

Even more important for wireless internet and multimedia terminals is the receiver sensitivity,
because this will directly affect the time for downloading data. The receiver sensitivity is
characterized by the signal level needed to give a certain specified Bit Error Rate (BER), or
Frame Error Rate (FER) for CDMA systems. When averaged over many directions in the
radiation pattern, the limiting static signal level is referred to as the Total Isotropic Sensitivity
(TIS). An alternative in reverberation chambers is to measure BER/FER during continuous
fading to determine what is referred to as Average Fading Sensitivity (AFS) [27]. The AFS is
a more realistic performance parameter than TIS, and, it is much faster to measure. The TIS
and AFS are related to each other for the case of flat fading. Flat fading appears when the
signal bandwidth is much smaller than the coherence bandwidth of the multipath channel [26].
The research on measurements of active devices in reverberation chamber is reviewed in [28].
The modern LTE (i.e., 4G) systems are very flexible and allows for a dynamically changing
data rate. The reverberation chamber has been successively applied to measure data rate
throughput.

The work in [29] describes a simple ideal threshold receiver, which explains advanced digital
receivers very well. Using this, it is also possible to model throughput in RIMP that is in
agreement with what is measured in a reverberation chamber. We will in the next section
explain this useful threshold receiver and how it is used for modeling the throughput.

3.8 System modeling using digital threshold receiver

The LOS system has a simple path loss formula, known as Friis transmission equation®”.
There exists also a simple average transmission formula for the RIMP environment, for the
special case when this is emulated in the reverberation chamber. This is referred to as Hill’s
equation (3.38). Real environments may also be RIMP, but the transmission formula is of
course very different in real-life multipath, because of all the scattering objects. Generally,
the received power level decays faster through a scattering environment than in free space.
Still the RIMP environment is relevant, and the reverberation chamber emulates its physical
properties. We can also remove the effect of the large additional attenuation by calibration
with a reference antenna with known total radiation efficiency.

In a modern communication system like the LTE 4G system, the quality of its wireless devices
is best characterized by their throughput. This is the data rate versus received power during
continuous fading for a fixed modulation and bandwidth. Therefore, it is important to be
able to perform repeatable quantitative measurements of throughput. We will here show how
this can be done by using a reverberation chamber, and we will also show how we can model
it by a simple threshold receiver model [29].

27 See Section 2.5.3.
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Figure 3.15: Tllustration of measurement setup for measuring an LTE device in reverberation cham-
ber (left) and conducted (right). The device is here shown to be located inside a shielded box outside
the reverberation chamber. This makes it possible to use external antennas with known radiation
efficiency and correlation, so that we can model the effect of them. However, this is not necessary
when characterizing actual devices.

3.8.1 The digital threshold receiver

The modern digital receivers contains an RF?® receive amplifier and an analogue to digital
transformer. Let us connect a cable (thus, the conducted case) between a base station
emulator (i.e., a wireless communication test instrument) and a digital LTE receiver as shown
to the right in Fig. 3.15. This corresponds to the stationary case of no fading, referred to by
the term Additive White Gaussian Noise(AWGN) in propagation and wireless communication
system literature. Then, we observe throughput curves that are very steep, almost like a
threshold, see Fig. 3.16. The threshold varies linearly with the system bandwidth. Therefore,
system modeling during fading is simplified a lot by introducing an ideal theoretical threshold
as shown by the dashed curves in the same graph. Thus, if we know the threshold P, we
have for the conducted case

0 when P < P,

1 when P> P, ’ (3.45)

TPUTcon(P) = TPUT pax {

where P is the maximum available power at the port of the receiver, and TPUTyax is the
maximum throughput.

When we locate the digital threshold receiver in a dynamic fading environment, we observe
throughput variations due to this threshold. Sometimes the received level is above the thresh-
old and otherwise not, even if the transmitted power is constant. This variation depends on
the CDF of the channel. Actually, the relative throughput becomes equal to counting the
number of observations that the instantaneous power (i.e., channel) is above the threshold,
compared to the total number of observations. Therefore, the relative throughput becomes
equal to the Probability of Detection (PoD) , i.e., the complement of the outage probability.

28 RF is an abbreviation for Radio Frequency.
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Figure 3.16: Measured (solid) and theoretical (dashed) throughput curves for an LTE device for the
conducted AWGN case, i.e., when a cable is connected to the receiving port of the wireless device.
The theoretical curves represent the threshold model.

We can express these relations as follows
TPUT(P.y) = TPUT axPoD(Pay/P;) = TPUT oy {1 — CDF(P;/Pay)} (3.46)

where P,, is the maximum available average received power in the environment, and the
CDF is the CDF of the channel. The maximum available average received power is found by
i) calibrating the chamber with a single-port reference antenna to find the average transfer
function, i) normalizing this average by the total radiation efficiency of the reference an-
tenna, and 444) multiplying this normalized average with the fixed transmitted power. The
normalization corresponds to using a reference antenna with 100 % total radiation efficiency,
and thereby get the maximum available average received power. The CDF changes depending
upon the signal processing, and therefore we can model the corresponding TPUT improve-
ment if we know the processing algorithms. We have already introduced the MRC algorithm
for antenna diversity, and we will now show how this also can be used to model the Orhogonal
Frequency Division Multiplezing (OFDM) in the LTE system.

3.8.2 Modeling OFDM in LTE 4G system

Previous wireless communication systems suffered from irreducible bit errors if the environ-
ment had strong fading with long time delay spreads, i.e., a small coherence bandwidth?®.
The 4G LTE system is benefitting a lot from the OFDM, which represents diversity in the
frequency domain. If we have a fading null at one frequency, we can instead benefit from a
strong level at another frequency, providing the system bandwidth is larger than the coher-
ence bandwidth. The coherence bandwidth is in a reverberation chamber equal to the average
mode bandwidth, and it has a specific inverse relation to the time delay spread [30]. It is
possible to achieve realistic coherence bandwidths in a reverberation chamber.

The OFDM is realized as a spectrum of narrow frequency bands. Each band is narrower than
normal real-life coherence bandwidths to avoid irreducible bit errors. Together the spectra

29 The descriptors of the environment is overview in [28].
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Figure 3.17: Theoretical (a) and measured (b) throughput curves for different system bandwidths
and coherence bandwidths of the RIMP (i.i.d.) environment.

of narrow bands make up the system bandwidth. The different OFDM bands are in principle
combined by using the MRC algorithm, i.e., by estimating the channels in each band, weight
the signal in each band by the estimates, and add them. Thus, this corresponds to diversity
in the frequency domain, or simply frequency diversity. We get an SNR improvement if some
part of the system bandwidth contains uncorrelated frequency channels. We will model the
relative number of uncorrelated frequency bands by

N = NINT (?) : (3.47)

c

where NINT is a function taking the nearest integer of its argument, B; is the system band-
width and B, is the coherence bandwidth. Thus, we get a higher diversity order the larger
the B,/B. is.

3.8.3 Theoretical and measured results for i.i.d. diversity case

The threshold model has been used to produce theoretical throughput curves by using a) the
measured thresholds in Fig. 3.16, and b) the formula for the frequency diversity in (3.47).
The results are plotted for three different system bandwidths and coherence bandwidth in
Fig. 3.17a, and the corresponding measured curves in 3.17b. The measurements have been
done in a reverberation chamber. We see that the simple threshold receiver can model very
accurately the throughput measured in a RIMP environment. The throughput curves corre-
sponds to the 4.4.d. case3?, which we have achieved in the measurements by using i) external
uncoupled antennas on the device, and i) the emulated RIMP environment of the reverber-
ation chamber. Similar curves can be found in [31]. The threshold receiver model shows
similar agreement with measured throughput for 2-port diversity antennas, see Fig. 3.18 but
note the different efficiencies of the theoretical and measured curves to make them easier

30 See Section 3.1.3.
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Figure 3.18: Measured (solid) and theoretical (dashed) OTA LTE throughput for 2 x 1 MIMO
system (also called SIMO) with externally connected antenna for different LTE system bandwidths
and coherence bandwidths. The measured results are for lossy antennas with efficiency of —4dB
while theoretical results are for 0 dB efficient antennas.

to distinguish. Such throughput data rate curves for the i.i.d. case are well known in com-
munication theory, and they can also now be used to characterize commercial LTE devices
by measurements in RIMP. The curves represent i.i.d. curves, which means that the perfor-
mance will be worse for practical implementations of the antenna hardware (due to embedded
radiation efficiencies and correlation) and the MIMO and OFDM algorithms.

The threshold receiver has till now only been used for RIMP environment, but it is very
useful for producing throughput curves also in other environments, if the statistics of the
environments are known. The relative throughput is also equal to a PoD, see (3.46), which
makes it very easy to understand and extend, such as to modeling higher level system char-
acteristics on the overall network level. The relation between the CDF and the PoD can be
seen in Figure 3.19 for RIMP including both antenna diversity and OFDM.

The theories presented here are shown only for single bitstreams, i.e., diversity. Extensions
to more bitstreams are described in the next section (see also [32]-[33]).

3.9 MIMO multiplexing to obtain multiple bitstreams

This section deals with the multi-bitstreams case (i.e., spatial multiplexing). In order to use
the throughput model in (3.46) we need to diagonalize the channel matrix for each channel
realization, i.e., at each instance of it, to determine the SNR of each bitstream at each
realization of the channel. Thereafter, we obtain the CDF of the signal of each bitstream
by observing the SNR over several realizations, i.e., over several instances such as over an
observation time interval, or over a distribution of users. The receiver will usually estimate
the channel via a training sequence, and this Channel State Information (CSI) may or may
not be available to the transmitter. The CSI cannot be transferred to the transmitting side
if the coherence time of the fading is too short. Then, the required short intervals of the
feedback will cause too large overhead on the capacity. Nevertheless, for Time Division
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Figure 3.19: Theoretical CDF (left) and PoD (right) for the same channel matrix and i.i.d. case.
The effect of the antenna diversity (difference between 1 x 1 and 2 x 1 curves) and the OFDM can
clearly be seen in both curves. The diversity gains are illustrated at 1% level in the CDF graphs.
Similar diversity gains can be found at 99 % level in the PoD graphs, but it is better then to read
the diversity gains at 10 % level, which has better accuracy.

Duplex (TDD) system the channel will satisfy reciprocity so that the CSI will be known on
the transmit side without any feedback. Depending on the availability of the CSI on the
transmitting side, the MIMO diagonalization can take different forms, which we will discuss
in the following subsection.

3.9.1 Diagonalizing the channel matrix

For the case when only the receiver knows the CSI, we will assume that the transmitter
transmits each bitstream on different ports of the transmitting antenna. Then, we also assume
that the diagonalization is done by processing using the Zero-Forcing (ZF) algorithm [34],
as illustrated in Fig. 3.20. For each OFDM subcarrier the MIMO channel is assumed to be
flat in the same way as in Section 3.8.2, i.e.,

y=Hx+n, (3.48)

where H is the MIMO channel matrix at the subcarrier frequency, x and y are the transmitted
and received signal vectors (i.e., linear matrices), respectively, and n is the noise vector with
independent identically distributed (i.i.d.) Gaussian elements with a variance of unity3!.
Note also that we do not use any index for the subcarrier in the flat channel model in (3.48),
just of notational convenience. Let now h; be the i*" column of H and z; be the i*" element
of x, where i = 1, ..., N; (with the number of transmit antennas denoted as N¢). Then, (3.48)
can be rewritten as

y=hz; + Z hjz; +n . (3.49)

J#i

31 The notation in (3.48) is in agreement with the common notation in MIMO literature, so we adopt it
here even though it does not fit well to the common antenna theory notation. Thus, the vectors in (3.48) are
linear matrices not representing geometrical positions in three-dimensional space.
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Figure 3.20: *Tllustration of a 2 x 2 MIMO system with ZF receiver and two transmitted bitstreams.

The first term in the right side of (3.49) corresponds to the " (intended) bitstream, and
the second term represents the interference with respect to the i*" bitstream caused by all
the other bitstreams. A ZF receiver projects the i*" stream into the subspace orthogonal
to the one spanned by hi,...,h;—1,hi41,...,h,,. Note that this projection can be done for
any numbers of bitstreams up to the rank of the channel matrix. The rank depends on
how independent the different rows of the channel matrix are, or rather how uncorrelated
they are when observed over several channel realizations. When the CSI is known at both
transmitting and receiving sides, the MIMO channel diagonalization can be done via normal
Singular Value Decomposition (SVD). Then, we need to apply beamforming (i.e., precoding)
on the transmitting side in addition to a decoding on the receiving side, and the results are
that each bitstream will correspond to a distinct eigenmode of the MIMO channel matrix [34].
Let the SVD of H be

H=UAVY (3.50)

where U and V are the unitary matrices, and A is a diagonal matrix consisting of the singular
values of H. Then, the precoding and power allocation (distribution of signal power between
the two bitstreams) is done by multiplying the signal vector s by VP, i.e., x = VPs, where
P is a diagonal matrix whose elements correspond to the allocated power for each bitstream.
The decoding is done by multiplying y by U, r = Ufy. The resulting parallel MIMO
channels are then the rows of this matrix equation

r=APs+z, (3.51)

where z = U”n. Note that s and z have the same statistics as x and n, respectively, because
V and U are unitary matrices. Depending on the power allocation matrix P, different
performance can be achieved (please refer to [34] for details).

The data rate throughput can be modeled for the i.i.d. case in the same way as for single
bitstream with MRC algorithm. The CDF is determined by assuming a Gaussian channel,
and we apply the threshold receiver to each instance of the two bitstream channels. The
OFDM is included with MRC algorithm making the CDF steeper®2. The throughput for a
given number of bitstreams is then obtained as the throughput of all bitstreams when all of
them have enough signal level to come above the threshold. Therefore, the throughput of
two bitstreams will improve for this case of fixed number of bitstream, by allocating more
power to the weakest bitstream channels, so that they all reach the threshold at the same
time for each realization. This is referred to as inverse power allocation, see next subsection.
This inverse scheme is a result of a practical constraint with a fixed receiver threshold (this

32 Section 3.8.2 deals with modeling OFDM (frequency diversity).
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change in steps when system bandwidths is changed). In Shannon’s formula there is no
such practical constraints, and then the optimum is to allocate more power to the strongest
bitstream channel. This latter is in communication systems literature referred to as water-
filling power allocation.

The resulting beams on the transmitting side (for SVD only) and on the receiving side (for
both ZF and SVD) can be plotted as radiation patterns, in the same way as for the MRC
single-beam case in Fig. 3.8. However, they become very difficult to interpret in scattering
environments with many waves present. They also depend very strongly on the phase rela-
tions between the incoming waves, like for the MRC case. We therefore omit presenting such
patterns here, and instead present the modeled and measured throughput in RIMP for the
2-bitstream 2 x 2 MIMO case in the next section.

3.9.2 Measurements of two bitstreams in reverberation chamber

We will here show measurements of the throughput for a 2-bitstream case by using both
ZF and SVD algorithms. For the MRC case we showed measurements on a commercial LTE
device and the agreement with the modeling in RIMP was good, even though the algorithm
actually used in the commercial devices was not known. We will now show 2-bitstream
results achieved when we have full control of the algorithm used in the measurements. This
is possible with Software-Defined Radio (SDR), and we use a commercial SDR, system by
which we can use LabVIEW for the programming of the algorithm.

The sampling rate was set to 400kHz and each symbol was selected as 8 samples, resulting
in a symbol rate of 50k symbols/s. This allows for a maximum bit rate of 100kbps with gray
coded Quadrature Phase Shift Keying (QPSK). However, due to a large packet overhead,
the achievable bit rate was only 33kbps. The systems settings were operating frequency of
915MHz, a root raised cosine as the pulse shaping filter with a roll off factor of 0.5 and
a length of 6, and a system bandwidth of 75kHz. The latter, is much smaller than the
3.5MHz coherence bandwidth for the measurement setup in the Reverberation Chamber
(RC) [7]-[8]. The used RC has a size of 1.75 x 1.80 x 1.25m*, and is equipped with two
translating plate stirrers with sizes of 0.97 x 0.40m? and 0.88 x 0.30m?, respectively, and
a turntable platform with a diameter of about 0.6cm. It is shown in Fig. 3.13 and was
used also for the measurements in Section 3.8. Both transmitting and receiving antennas
are wideband triangular-shaped monopole antennas that are orthogonally polarized with
sufficient separation to ensure no correlation. The stirrers in the RC run stepwise to 300
positions, and at each stirrer position 200 packets are sent. The measurements are performed
over the power range of —60dBm to —90dBm. Fig. 3.21 shows the simulated and measured
throughputs of 2 x 2 MIMO systems using the SDR device and reverberation chamber [33]. Tt
shows the relative throughputs of the SVD-based 2 x 2 MIMO systems both with equal and
inverse power allocation between the two bitstreams. As a reference, we also plot the relative
throughput of the 2 x 2 ZF-based MIMO system in the same figure. The solid curves in the
figure represent measured throughput and the dashed curves correspond to the simulated
throughput using the throughput model. There is good agreement between measurements
and simulations. Furthermore, we see that, without the inverse power allocation, the SVD-
based MIMO throughput for a fixed MCS is even slightly worse than that of the ZF-based
MIMO. The reason is that with SVD, the best eigen-channel is better than for the ZF-case,
but the worst eigen-channel is worse (and the probability of detecting two streams equals
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Figure 3.21: *Measured (solid curves) and theoretical (dashed curves) throughputs of ZF- and
SVD-based 2 x 2 MIMO system with and without inverse power allocation.

that of detecting the worst one, when the data rate is fixed).

The normal water-filling power allocation technique puts more power on the best eigen-
channel and less in the worst one. Therefore, the relative throughput of an SVD-based MIMO
system with water-filling technique will be even worse than the equal power allocation case.
Therefore, the water-filling technique is not used in practical systems such as LTE. We see
from Fig. 3.21 that the SVD-based MIMO with the inverse power allocation is about 2.5dB
better (in terms of power cost) than that without power allocation and about 1.5dB better
than the ZF-based MIMO system. The results also show that the measurements in reverbera-
tion chambers are equal to the i.i.d. case if the antennas are uncoupled. Uncoupled antennas
makes the received single amplitudes uncorrelated in RIMP according to (3.13).

3.9.3 Quality of throughput in terms of MIMO efficiency

The quality of reception in RIMP of a single bitstream was in Section 3.4 characterized
in terms of a diversity gain. This is the improvement in dB of the CDF relative to the
Rayleigh-distributed CDF received on an ideal reference antenna. The improvement will in
practice be reduced, due to correlation and the embedded element efficiency as explained in
Section 3.4.4. Such degradation can be quantified by a diversity-efficiency in dBiid, i.e., the
level of the achieved CDF at a certain CDF level relative to the CDF of the i.i.d. case. The
multi-bitstream case can similarly be quantified by an MIMO efficiency in dBiid. We will not
give details here, but refer to [35].
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3.10 Example: Polarization diversity and multiplexing
in LOS

We will here show a simple LOS example that illustrates the difference between diversity gain
and multiplexing efficiency. We choose a very clean case when there are two antennas locating
in free space and pointing towards each other. Each of the antennas has two orthogonal
linearly polarized ports, but the polarizations on the transmitting and receiving sides are not
aligned with each other. Then, we will show how the different diversity and MIMO algorithms
handles this case.

3.10.1 Single bitstream

Let us first use only one port on the transmitting and receiving sides. Assume that the
polarizations corresponding to these ports are p;, on the transmitting side and p,, on the
receiving side. Then, the channel value that corresponds to the received voltage on the
receiving port, will be33

hi1 = pr, - Pr, = cos(do) , (3.52)

where ¢, is the angle between the polarization vectors of the transmitting antenna (incident
wave) and the receiving antenna, and where we have normalized the channel value to its
maximum value for aligned polarizations. For an arbitrary polarization, ¢, will be distributed
uniformly between 0° and 360°, but we can reduce this to the interval 0° to 90° by using the
symmetric properties of | cos(¢,)|. Then, we can use probability theory to determine the CDF,
which becomes

CDF =1 — arccos(|h11])(2/7) .

This is plotted versus hq1 in dB in Fig. 3.22. Alternatively, we could evaluate (3.52) in dB for
N uniformly distributed values of ¢, on the interval 0° — 90° and produce the CDF directly
from these values. We see from Fig. 3.22 that there is a 20 % probability of levels being more
than 10dB below the maximum level, and a 10 % probability of levels being lower than 16 dB
below the maximum.

Consider now the case of two receiving antenna ports with orthogonal polarizations p,, and
Dr,- Then, the received voltage on the two receiving ports will be

hi1 = Pr, - P, = cos(¢,) and ho1 = Pr, - Pt, = cos(p, +90°) =sin(¢,) . (3.53)

The optimum weights become by using the MRC algorithm the same as the channels them-
selves, because the channels are real. Thus, by adding the two weighted channel values the
received combined voltage becomes (according to (3.14))

Bume = c0s%(6,) +sin(d,) = 1. (3.54)

Therefore, by using a 2-port dual-polarized receive antenna, we get a constant received signal
in LOS independent of the polarization of the transmitting antenna. Thus, the MRC algorithm
automatically combines the two polarizations on the receiving side to that of the incoming
wave. Thus, we have got a polarization diversity gain in LOS of 16dB at the 10% CDF

33 According to the equivalent circuit in Fig. 2.22 where we have normalized to the case when the two
polarizations are aligned.
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Figure 3.22: CDF of the received voltage at the port of a linearly polarized antenna receiving an
incident wave of arbitrary linear polarization. If two orthogonally polarized receive antenna ports
are used, the MRC algorithm gives a constant received level, i.e., the CDF is a vertical line at the
0dB level.

level, and 10dB at the 20 % CDF level, by using MRC in combination with a dual-polarized
receiving antenna, see Fig. 3.22. This is a much larger diversity gain that what we have in
RIMP environment with normal fading.

3.10.2 Two bitstreams

Let us now use the second port of the transmitting antenna to generate one more bitstream.
Then, the four channels making up the channel matrix become (see Fig. 3.23)

hi1 = pr, - P, = COS(¢11) , hi2 = Dry - D, = COS(¢12) s (3 55)
ha1 = Pr, - P, = cos(¢a1) , haa = Pr, - P, = cos(¢aa) . .
pATZ ﬁrl J‘ pATZ

Figure 3.23: Tllustration of polarizations of transmitting and receiving antennas.
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The optimum excitation (i.e., weight) for receiving bitstream 1 with MRC will be (see Fig. 3.7
and (3.14))

w11 = hiy = Pry - Pt, = cos(d11) , wo1 = h3y = Pry - Pr, = cos(P21)
and correspondingly for bitstream 2

w1z = hiy = pr, - Pr, = cos(d12) , Wz = h3y = Pr, - Pr, = c0S(P22) .
This gives then the two combined received voltages

hy, = hi1 - w11 + hot - way = cos®(¢p11) + cos?(do1) =1,
hp, = hig - wig + hog - wag = cos?(p12) + cos?(¢a2) = 1 .

The reason both becomes unity is the same as for (3.54), i.e., the two polarizations on the
transmitting side are orthogonal so that ¢1; and ¢9; are separated by 90°, as well as ¢;5 and
¢25. The interference between the two bitstreams is determined by

hy, = hi1 - w1z + hot - wag = cos(d11) cos(P12) + cos(pa1) cos(gaz) =0 .

The reason of the zero value is that ¢q1 and ¢o;1 are separated by 90°, as well as ¢11 and ¢o2
equal. Thus, for this special case it worked to use MRC twice to determine the bitstream
channels.

Thus, the MRC algorithm is able to ideally decouple any two orthogonal linearly polarized
incoming waves, provided we use orthogonal linearly polarized receive antennas with the
same directive gain for both polarizations. We get two ideal CDF's of the same level, but we
have increased the power by a factor two when introducing the second polarization.

This ideal transmission of two bitstreams would not have worked if the two receiving antennas
had not been orthogonal. Then, we have to use the ZF algorithm in order to decouple
them, and the CDF performance would degrade. If the transmitting antennas had not been
orthogonal, we could have used SVD to decouple the channels with best performance, but
that would have required even a processing of the excitations on the transmitting side.

3.11 Antennas for use on handsets

The antennas that are used on handsets can be of any type. The most important is that they
can be miniaturized. The size fundamental size limitations on small antennas are treated
in Chapter 11. The smaller they are the more narrow bandwidth. We will not explain any
examples of small antennas in this textbook, because there are so many of them. They
are known under names such as inverted-F antennas, Planar Inverted-F Antennas (PIFAs),
dielectric resonator antennas. The inverted-F antenna can be made of metal wires or strips.
The PIFA is a half microstrip patch antenna grounded at the end®*. Many small antennas
are reviewed in [36].

The mutual coupling analysis of multi-port small antennas are important, because the corre-
lation in RIMP decrease if the mutual coupling decrease as already seen from equation (3.13).
Several techniques exist to reduce it in order to reduce the mutual coupling between small
antennas, such as those in [37]-[39].

34 See also the reference list of Chapter 6 about microstrip antennas.
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3.12 Exercises

1. Diversity gain from S-parameters: The diversity gain can be found from the S-parameters
of lossless 2-port antennas. Eq. 3.13 requires that we also know the phase of the S-parameters,
but often we do not know that. Use the S-parameters in Fig. 3.6 for 0.1\ and 0.4\ spacing
between the two dipoles, and the results in Fig. 3.9 to determine what the phase of S7,S,,
must be. The two dipoles are identical.

We now assume that the two dipoles are fed by coaxial cables with 0.5dBloss. If the S-
parameters were measured with these cables, what is then the effective diversity gain?

2. Radiation patterns of MRC arrays: Look at the far-fields of short slots in Chapter 5,
and modify the equations in Section 3.4.2 for the case that the two slots are oriented along
the xz-axes. Make a small MATLAB program and see how the new element pattern affects the
far-field of the 2-port arrays when MRC is used for the same incident wave examples as in
Section 3.4.2. Make simulations also for a larger array of 4 ports. What can we say about the
main lobes of the radiation patterns when we have 1, 2, 4 and 6 incident waves? Change the
phases of the waves and observe how the lobes change.

3. Diversity gain from incomplete CDFs: We need to have almost 1000 samples of the
channels in order to have a reasonable accuracy of the CDF at 1% level. This takes a long
time to measure, and if we do not have the far-field patterns we cannot simulate it either.
Also, most small antennas for mobile phones are quite lossy, so we cannot use the simpler S-
parameter equations. An alternative is then to measure the embedded total radiation efficiency
and the correlation, and to estimate the diversity gain from the equations in Section 3.4.4.
The reason is that the embedded efficiency and the correlation converges much faster than the
CDFs at 1% level. Make a simulation of two CDFs and determine the difference in accuracy
as a function of the number of samples for both approaches. Compare the uncertainty of the
diversity gain with the uncertainty of the estimate of the average power level of the CDF,
see (3.42) in Section 3.6.6.

4. Average power transfer function in reverberation chamber: Hill’s formula (3.38)
describes the average power transfer function in a reverberation chamber. Use MATLAB and
plot Hill’s formula as a function of frequency for the reverberation chamber in [26] for different
mode bandwidths. You will in [26, Table I] find mode bandwidths between 1 and 10 MHz
obtained by different loadings of the chamber. Plot also the free space attenuation from one of
the wall antennas to the AUT when you assume that the distance is half the largest chamber
width. How much larger is the transfer function through the chamber than the free space
attenuation at 1 GHz for 1 MHz, 5 MHz and 10 MHz average mode bandwidths?

5. Polarization diversity and multiplexing in LOS: The diversity by MRC combination and
MIMO multiplexing concepts are very easy to illustrate and understand for directive antennas
in Line-Of-Sight (LOS). Consider the same as in Section 3.10, i.e., two antennas pointing
against each other and both being located in the far-field of each other. Note that some of the
points below were treated already in Section 3.10, but we have extended them with circular
and non-orthogonal polarizations.

a) Let the two antennas be linearly polarized, and let the polarizations of both antennas be
aligned. Write the expression for the transferred power between them. Take then and rotate
the polarization of one of the antennas. Plot the received power level in dB relative to the
maximum, i.e., the reference level.

b) Assume that the transmit antenna is circularly polarized. What is now the received power
in dB relative to the maximum in a) when the transmit antenna is rotated around the pointing
axis towards the receiving antenna?

c) The level variation in a) is representative for the case when the polarization of the incident
wave on the receiving antenna is random. Introduce now a 2-port antenna on the receiving
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side, and combine the two ports with the MRC algorithm. How does now the received power
vary with rotation angle of the transmitting antenna, for the cases in a) and b)? Use the same
reference level as before.

d) Introduce now a 2-port antenna also on the transmitting side. The two ports excite
orthogonal linear polarizations. Divide the transmitting power between the two ports. Use
the MRC algorithm to combine all four channels. What is not the received power variation
for the cases in a) and ¢)?

e) Repeat d) when the polarizations of the two receiving antennas are not orthogonal, with
an angular error of A®,,. How does now the received power vary?

f) Repeat d) and e), when the ZF algorithm is used, to generate two bitstreams.
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Chapter 4

The theory of radiation from
current sources

The purpose of this chapter is to introduce Maxwell’s equations, which govern radiation, scat-
tering and propagation of electromagnetic fields. We will also present some general concepts
which facilitate the use of these equations such as the equivalence and imaging principles.
We will emphasize the integral form of Maxwell’s equations from which radiation fields from
known current distributions can be directly calculated. The integrands are expressed in terms
of vector dyadic Green’s functions for sources in free space, which make the notation more
compact and easier to interpret. The equivalence principle allows us to introduce equivalent
sources, making the vector dyadic Green’s functions even more usable. The term Green’s
function is commonly used to denote a point source response.

In most of the calculations in this book, we treat antennas under the presumption that
we know approximately the physical or equivalent current distributions. Therefore, we can
use the vector dyadic Green’s functions to find the radiation fields by direct analytical or
numerical integration over these currents. For the antennas in this book, this approach
is quite accurate if the dimensions are within the limits where the approximate current
distributions are valid.

Advanced antenna design involves calculation of the actual current or field distributions.
This is normally done numerically (e.g., by the Method of Moments). We will in the last
section of this chapter introduce the basics of the Method of Moments. This will be useful
in later chapters to derive formulas for the self-impedances of dipoles, slots and microstrip
antennas using only one or two expansion functions. These formulas lead to the classical
impedance formulas for dipoles and slots.

4.1 Maxwell’s equations

We introduce Mazwell’s equations for time-harmonic fields and the standard boundary condi-
tions that apply to these fields at material interfaces. We also describe the related “soft” and
“hard” boundary conditions that are commonly used in acoustics and in diffraction theory.
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They facilitate the interpretation of electromagnetic field behavior in the vicinity of some
material boundaries. Furthermore, we introduce the electric and magnetic vector potentials
and the related integral forms of Maxwell’s equations. These vector potentials are commonly
used in the antenna theory, and therefore must be studied. However, we will not use them
in this book. Instead we introduce the alternative direct vector integral forms of the E- and
H-fields in Section 4.2, and continue using these in the rest of the book. These forms are
often referred to as dyadic Green’s functions and are derived in Appendix A.

4.1.1 Differential form

The original Maxwell’s equations contain time-differentiation of the electric and magnetic
fields. However, for linear materials and harmonic time variation, these differentiations can
be replaced by the factor jw. This gives the following time-harmonic form of the four basic
Maxwell’s equations for single-valued, smooth, bounded fields:

VxE=—jwB-M, (4.1)
VxH=juD+J, (4.2)
V'D:q67 (43)
V-B=q,, (4.4)

where J and M are associated electric and magnetic source current densities representing the
sources of the E-; D-, H- and B-fields, and ¢. and g,, are the electric and magnetic charge
densities. These basic equations contain four different fields; the electric field E, most simply
referred to as the E-field, the magnetic field H referred to as the H-field, and two proportional
D- and B-fields, respectively, that only play a role in specific materials. Therefore, we will
not treat D- and B-fields explicitly in this text, but only implicitly via their relation to the
E- and H-fields in (4.6) and (4.7) below.

The so-called charge continuity equation can be derived from (4.2) and (4.3) to be
V-J=—jwg , (4.5)

and correspondingly for magnetic currents and charge densities. The magnetic source currents
and charges do not exist in reality, and they were not included in the original Maxwell’s
equations. But modern field calculations are considerably simplified by using equivalent
magnetic currents.

The D- and B-fields are functions of the E- and H-fields. For fields in linear and isotropic
media, they are simply proportional to them:

D =¢E, (4.6)

B=uH, (4.7

where € is the permittivity and p is the permeability of the medium at the point where fields
are being considered. It is most common to work with the relative material parameters which
are defined by the relations

!/ - 1
€ =¢&rg, , &r =&, — jE, , (4.8)
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= fhrfty fr = oy = Jliy (4.9)
where ¢, is the relative permittivity and €, is the permittivity in free space, and where p,

is the relative permeability and p, is the permeability in free space!. For lossy media the &,
and p, are complex-valued, with the imaginary parts €/ and p!/ representing losses.

In conducting materials, the following relation is valid inside the material,
J=0E, (4.10)

where o is the conductivity of the medium in Siemens/meter (S/m).? In the time-harmonic
form of Maxwell’s equations (see (4.2)), it is possible to represent o as an imaginary part €/
of €,, and visa versa, by using

"

o= we, e or alternatively o=c¢l -tand/(60N) ,

where A is the free space wavelength defined on page 131, and tand§ = &/ /e, is called the
loss tangent or loss factor. The latter expression of o is obtained from the first one by
using (4.29)3. In this book we will only treat Perfect Electric Conductors (PECs) for which
o — o0. Most conductors can be approximated as PECs in antenna problems provided
they are thicker than the penetration depth of the fields for the conducting material. The
penetration depth (also called skin depth) can be derived for plane wave incidence on planar
interfaces of good conductors [1] to be

T = A ) (4.11)
\ mop,

where n = \/j, /e, = 377K is the free space wave impedance?.

The material parameters usually have different values in different frequency bands (i.e., they
exhibit discontinuities). They can be found tabulated in handbooks (e.g., in [2]). Some
sample values are given in the tables in Appendix D. These tables also include corresponding
propagation losses or penetration depths at different frequencies. Note that the D- and B-
fields are of no importance in antenna analysis due to the simple material relations. We do
not use them in this book.

4.1.2 Standard boundary conditions

The boundary conditions that apply to the electromagnetic fields on material interfaces can
be derived from Maxwell’s equations. Here we simply state them. We assume that

Ax(E,—E)=-M,, Ax (H,—H)=1J,, (4.12)

where E; and H; are the fields in region 1, E, and H, are the fields in region 2, n is
the normal vector to the interface pointing into region 2, and J, and M, are the electric

1 Note that we never need the values of €, and p, explicitly, because they will always in this text enter
the equations via n and ¢, see (4.29).

2 Siemens = 1/9Q.

3 Note that n = 377Q &~ 12072, which is a convenient form to use.

4 Note that n = 377Q ~ 12072, which is a convenient form to use.
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Figure 4.1: The boundary conditions between two regions filled with different materials, (a) Two
dielectric regions, (b) PEC in region 1, (¢) PMC in region 1.

and magnetic surface current densities at the boundary between these regions (see Fig. 4.1).
These boundary conditions are written in vector form. What they actually state is that if
the tangential components of E and H are discontinuous at a surface, the discontinuity must
be equal to the surface current densities Mg and J, respectively.

At the surfaces of dielectric and magnetic materials there can be no physical currents, so we
get

(E,—-E;)=0 . (E, —E1)tan =0

i.e., 4.13
“H)) = (H, ~ H) ) =0 . (4.13)
These conditions mean that the tangential E- and H-field components are continuous. More-
over, inside a PEC all fields are zero, and at its surface there can only exist electric currents.
Therefore, if region 1 is a PEC, we get from (4.12)

(4.14)

which means that the tangential E-field is zero at the PEC, and that the tangential H-field
equals the surface current density. Magnetic conductors do not exist naturally, but sometimes
they are convenient tools in electromagnetic analysis. Therefore, it is important to know that
the boundary conditions on a hypothetical Perfect Magnetic Conductor (PMC) are

AxH, =0, (4.15)

which means that the tangential H-field is zero. Inside PMCs all fields are zero, in the same
way as for PECs.
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induced electric
surface current J

PEC

induced surface current
Js —> — J; when 6 —0.
ie., Jg+J;=0.

Figure 4.2: Short-circuited nonradiating electric current source on PEC, and radiating magnetic
current source on the same PEC.

4.1.3 Impressed current sources on PECs

Consider an impressed incremental electric current source J; = I,6(r — rg)t located tangen-
tially at a point r at the surface of a PEC of arbitrary shape®, see Fig. 4.2. This will induce
electric currents on the PEC in such a way that the boundary conditions of the PEC are
satisfied, i.e., i x E = 0 at the surface and E = H = 0 inside the PEC.

Let us assume that the induced electric current is given by

J.=-J;=-I5(r—r,)t. (4.16)
This makes the total current

Jtot:Ji+Js :0, (417)
which means that the total field is zero as well, because there is no source for the fields. This
clearly satisfies the boundary conditions. Therefore, according to the uniqueness theorem®,
the solution to the field problem is the null-field. Note that the above argumentation is valid
for PECs of any shape, and it has nothing to do with imaging”.

We often express (4.17) as the impressed electric source current being short-circuited when
located tangentially at a PEC. This expression probably came from practical half-wave electric
dipole antennas. When they are located on a ground plane in direct metal contact with it,
the voltage over the feed gap is short-circuited and no radiating currents are induced.

Consider now a magnetic source current M; = M,§(r—r4)t located tangentially on the surface
of the same PEC. This will also induce electric currents on the PEC in a way that the boundary
conditions are satisfied. This situation presents a difficult field problem that normally must
be solved numerically, except for some special cases. Such a special case exists when the PEC
is a plane, in which case an analytical solution exist. For the plane PEC case, the induced
electric currents that make the total field satisfy the boundary condition are J, = n x H;
where H; is the H-field caused by a magnetic current source, M; = 2M,d(r — r,)t, radiating
into homogeneous space (i.e., the H-field caused by M; and its image Mimg = M;)®. Note
that the E- and H-fields never vanish when a tangential magnetic current is located on a

5 6(r) = 6(z,y, 2) is the three-dimensional delta function.

The uniqueness theorem can be found in Section 4.3 on page 136.
7 Imaging can be found in Section 4.6 on page 150.
8 For more details about imaging see again Section 4.6 on page 150.
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PEC, because only electric currents can be induced at the PEC surface. There is no way to
add electric and magnetic currents, which flow in the same plane, in such a way that the
resulting total field is zero.

4.1.4 Soft and hard boundary conditions

Soft and hard boundary conditions are commonly used to separate two different polarization
cases in edge diffraction theory. The terminology itself comes from acoustics (see e.g., [3]),
where the acoustic pressure p is zero at the soft surface, i.e.,

p=0.
Furthermore, the derivative of p normal to a hard surface is zero, i.e.,

0
L.

on
The latter condition states that the acoustic pressure has a maximum or minimum at the hard
surface. The nomenclature comes from the fact that one feels respectively soft or hard when
touching these acoustic materials. Both cause total reflection of an acoustic wave.

The soft and hard boundary conditions appear also in electromagnetics. To illustrate this, we
study a two-dimensional (2D) PEC structure oriented along the z-axis, and we illuminate it by
a plane wave incident normal to the structure (see Fig. 4.3). If the plane wave is polarized in
z-direction, i.e., the TM, (transverse magnetic to z) or H-plane case, the boundary condition
in (4.14) gives

E,=0 (4.18)
at the surface of the PEC, which is a soft boundary condition. Consider also a plane wave

that is polarized with the H-field in z-direction, i.e., the TE. (transverse electric to z) or
E-plane case. Then, it is possible to show that i x E = 0 corresponds to

aE”:o; E,=n-E=,/E2+4+ E2 (4.19)
on

Y

at the surface of the PEC (see Fig. 4.3), where E, is the component of the E-field which is
normal to the surface of the PEC, and dF,/dn means the derivative of E, normal to the
surface. This is a hard boundary condition. Thus, the boundary conditions of the PEC
cylinder are soft for the TM, case and hard for the TE, case. These two boundary conditions
appear also approximately in respectively the H- and E-planes of metallic antenna structures
with two planes of symmetry.

The soft boundary condition is readily understood to stop the wave propagation along the
surface as it makes the power density vector (E x H*)/2 zero at and along the surface,
whereas the hard boundary condition enhances wave propagation along the surface. Both
these characteristics are clearly observed in the contour plots of the fields around thin metal
cylinders with circular and rhombic cross section in Fig. 4.3. When the cylinder is removed
there would only be a plane wave, i.e., a homogenous level of 0dB. Therefore, the ripples
on the contour plots are due to the scattered field from the cylinder. The shadow behind
the cylinder is much smaller for the TE, than for the TM, case. Also, for the rhombic



129 CHAPTER 4. THE THEORY OF RADIATION FROM CURRENT SOURCES

Soft, TM Hard , TE Soft, TM Hard , TE

(L -

> -15dB

5dB

Figure 4.3: Contour plots of total E-field in the cross section around a PEC cylinder when there is
an incident plane wave from the left. The two left-most graphs show a cylinder with circular cross
section for TM, (H-plane) and TE. (E-plane) cases. The two right-most graphs show the same for a
cylinder with rhombic cross section. The soft boundary condition appears for TM, polarization, and
the hard boundary condition for TE, polarization. Both cylinders have a width of half wavelength
in y-direction. For larger widths there gradually becomes a shadow also for the TE, case.

cylinder the shadow is seen to vanish for the hard TE, case. This will happen for all narrow
cross-sections.

There exist ways to create polarization independent soft surfaces for electromagnetic waves,
e.g., by providing a metal conductor with corrugations. This can be used to make the bound-
ary conditions equal in the E- and H-planes of antennas with two planes of symmetry, and,
in particular of rotationally symmetric BOR: antennas. Corrugated circular horn antennas
are considered in Chapter 7 of this book. The polarization-independent hard surfaces can
be realized by dielectric-filled corrugations, or by metal strips on a dielectric coating. This
will reduce the shadow of cylinders with oblong cross sections for any polarization of a wave
with known angle of arrival [4].

Once more it must be emphasized that the standard boundary conditions? must always
be used in all accurate field analyses. In contrast, the soft and hard boundary conditions
in (4.18) - (4.19) are most convenient for interpreting field behavior. Such interpretations are
in particular important during the initial design of antennas and during problem solving. The
boundary conditions in (4.18) - (4.19) are only ideally equivalent to the standard boundary
conditions for some special cases, such as for 2D problems. The terms soft and hard boundary
conditions are commonly used in diffraction theory [5] where there exists different soft and
hard diffraction coefficients for the two cases. The terms can also be used to define artificial
soft and hard surfaces which have soft and hard boundary conditions for any polarization [6].

The soft surface can be realized by corrugations'®.

The small scattering from a wire for the TE case is used in wire grids to create polarization
dependent reflectors. If thin z-directed wires are located close together without touching each
other, they will reflect the TM, polarization, and the TE, polarization will be transmitted
with very low transmission loss.

4.1.5 Auxiliary vector potentials

It is common to introduce a magnetic vector potential A and an electric vector potential F
in order to facilitate the solution of Maxwell’s equation for sources located in homogeneous

9 Standard boundary conditions can be found in Section 4.1.2 on page 125.
10 See Section 8.5 on page 277.
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space, see e.g., [1]. Neither A nor F have physical interpretations, and they cannot be
measured. What makes them attractive is that they are solutions to the inhomogenous

Helmholz equations:
V2A(r) + E*A(r) = —pd(v)) (4.20)

V2F(r) + k*F(r) = —eM(r') . (4.21)

When J(r') and M(xr’) are surface current distributions, the solutions to these two equations
in homogeneous space are

ufjJ U(|r —1')ds’ (4.22)

= eﬂM U(|r — r'|)ds’ | (4.23)
where the scalar Green’s function in these equations is
1 .
U(R) = me*ﬂ’”*f ; R=|r—1| (4.24)

where k is the wavenumber. The integrals are taken over the surfaces A., containing the
source currents J(r'), and A,, containing M(r’). The E- and H-fields resulting from A and F
can be derived from Maxwell’s equations and known vector operations. They are given by

E(r) = —jwA(r) fjiwv A(r) - év x F(r) , (4.25)
H(r) = —jwP(r) = j V(Y - F(x) + iv < A(r) . (4.26)
When |r — | is large, i.e., in the far-field region, we have
E(r) = —jw[A(r) — (A(r) - £)F] + jwni x F(r) , (4.27)
H(r) = —jw[F(r) — (F(r) - £)f] j%f x A(r) . (4.28)

It is very common to use the vector potentials A and F and (4.25) - (4.28) in antenna analyses.
The first two of these equations are very laborious to use as they contain several differential
operations. The far-field versions are easier to use. The first version also contains the
inconvenient parameters w, p and € as separate constants. If Eq. (4.22) - (4.24) are inserted
for A and F in (4.27) and (4.28), the w, p and € can be removed from the equations and
replaced by more practical parameters such as the wavenumber k and the wave impedance
7. This removal of w, p and € can be done by using the following simplification relations

k = wy/ue , n= , wi = kn , we=k/n. (4.29)

The most complicated second term in (4.25) can also be expressed in terms of a scalar electric
potential ¢, which is defined by'!
que U(|r —r'|)dS" ;

2.(r) = ——V 30 |

Jw

o

(4.30)

1 See e.g., [7, Sec. 4-1].
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where ¢, is the electric charge density'?. Then, (4.25) becomes
1
E(r) = —jwA — Vo.(r) — =V x F(r) . (4.31)
€
Correspondingly, we can define magnetic charge by

1
am (') = —ﬁv - M(r)

and (4.26) becomes

E(r) = —jwF(r) — Vo, (r) + %V x A(r) , (4.32)
1 / - !
S (r) = n;f G (') U (|r — 1'[)dS" . (4.33)

In this book we will choose a more convenient way to calculate the E-and H-fields resulting
from known electric and magnetic currents. Through these currents, the E- and H-fields can
be obtained directly by integration both in the near and far-field regions. No differentiation
is needed. These relations are most commonly known as vector dyadic Green’s functions and
will be given in their vector integral forms in the next section.

The vector potential formulations have their advantages when dealing with reactive near-
fields, such as when computing radiation reactances and susceptances. They are also con-
venient when deriving integral equations needed for calculating the current distributions
accurately by numerical methods. We will not derive such integral equations in this book.
However, we will in Section 4.7.1 introduce a numerical algorithm based on (4.32), which we
later use for impedance calculations.

4.2 Vector integral forms of the E- and H-fields

The advantage of using the auxiliary vector potentials A and F is that they have a scalar
Green’s function. However, as described at the end of the previous section, the equations
by which the E- and H-fields can be calculated from A and F are complicated and not
convenient. The expressions to follow do not suffer from these disadvantages. They are
derived in Appendix A by performing the differential operations in (4.25) - (4.26) on the
scalar Green’s function instead of on A and F, and by exchanging the order of integration
and differentiation.

We choose in the next subsection to express the vector integral forms for the E- and H-fields
in terms of the wavenumber k and the wave impedance 7, and not making use of w, p and e.
The wavenumber is convenient in equations, whereas its numerical value makes little sense.
We instead use the wavelength A\ = 27/k when presenting practical numerical values. The
wavelength and the wavenumber depend on the medium which in this book mainly is free
space, for which the wavelength \ becomes

A= 7 ie., Almm] = 300/ f|[GHZ] ,

12 See the continuity equation in (4.5).
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where ¢ = 1/,/ligg, = 2.99790 x 10® m/s ~ 300 mm/ns is the phase velocity in free space and f
is the frequency at which the calculations are done. This frequency is related to the angular
frequency w by f = w/2mr. The wave impedance in free space is n = \/u, /e, = 377

4.2.1 General expressions

Let us consider a field problem with known electric and magnetic surface current distributions
located at the surface S’ described by the primed position vector r’, and everywhere else there
is free space. Further, we introduce an observation point r and

R=r—1, R=|r—1|, R=R/R. (4.34)

Then, from Appendix A, we see that the E- and H-fields in the observation point can be
calculated in this way

E(r) =E,(r)+E,(r), (4.35)
H(r)=H,(r) + H, (r) (4.36)
where = Cj ff nICy, —(nJ- R)RC 2]%e—ijdS/ : (4.37)
» 1 —jkR ;¢!

H, = ——Ckf (03 x R)Cy—eI*as’ (4.38)

o R
E, = ckf (M x R)CNle*ijds' , (4.39)

), R
70,@ ﬂ (M-R)RC,, ] A (4.40)
with Cr = —jk/(4m) and, (4.41)
1 1 1 3 3

14— — = 4.42
Co=lt0Rm Y=Y aR - Gre %Y GR T GRp (442)

In this book Cj is referred to as the incremental source constant, and Cy, C, and C,, as
near-field functions, see also (4.43) below. For simplicity we have suppressed the arguments
of the different quantities in (4.37)-(4.42)13. The expression

e_ij/R

is the same scalar Green’s function (except for a constant) that is used in the expressions
for the vector potentials A and F. Here, it appears as part of the vector dyadic Green’s
functions which are used to calculate H from J, E from J, H from M, and E from M in free
space. In this book we have not written out these Green’s functions explicitly, as this is not
necessary, but instead we work with the complete vector integrals in the forms given above.
Again, note that the above equations are derived from the original Maxwell’s equations for
sources in free space without making any approximations.

13 We have written H,, instead of H,, (r), J instead of J(r'), R instead of R(r,r’), C instead of C, (r,r’)
and so on.
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The above functions C, Cy, and C,, are conveniently referred to as near-field functions,
because

Cy=1, Cy =1 ad C,~1, whenkR>1. (4.43)

Na

This condition appears already when R > 1/k = \/2x, so unless the observation point is very
close to or at the current sources we may always use Cy = C,, = C,, = 1. Under these
approximations the integrands representing the Green’s functions have no radial components
in either E- or H-fields. Actually, E and H from incremental current sources are orthogonal
both to each other and to R when the approximation in (4.43) is valid.

4.2.2 Radiating far-field expressions

In the far-field we can use the Fraunhofer approrimation which was introduced and discussed
in Section 2.3.4, i.e.,

R=r and R=|r—1|=r|=r (4.44)
in amplitude expressions, and
ER=k|lr—1'| =k(r— (¥ - 1)) (4.45)

in phase expressions. These approximations can be understood by studying Fig. 2.8. In order

to see under which conditions they are valid, we will derive the latter. This is most easily

done by splitting r’ in terms of its ¥, 6 and @ components and expanding R in a power series

valid for small 1/, as follows (see Appendix B):
!

r'=("-0)i+ (" 0)0+ (- @)p,

R = e e =(r— ()4 (07 4 (- 5
=72 =20 - #) + (r')?,

R:r\/l—i(r’~f)+(
1
2

1
mr(l—(r'i‘)—i—

r

() -iea))

We see that the Fraunhofer approximation gives a phase error

Ap=kR—Fk(r— (v’ %)) ~ QL‘;(HV . (4.46)

Thus, it is valid with a maximum phase error A¢ < 7/8 when

4k
r> 7(T;nax)2 = S(T;nax)z/)‘ = 2DZ/)‘ ) (447)
T
where 7 is the maximum length of r’ and D = 2r},,, is the diameter of the smallest sphere

which encloses the antenna. Eq. (4.47) defines the far-field region as already discussed in
Section 2.3.1.
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The Fraunhofer approximation gives the following E-field:
1

E(r) = —e7"{G, () + G, (1)} (4.48)
with G,(#)=1,- @1, )i, 4.49)
G, (#) =1, xt. (4.50)

The above I, and I,, are the electric and magnetic radiation integrals

= Cy, ﬂ nI(x))elF ' P qg (4.51)

L, = Ck HM )M s’ (4.52)

where C, = —jk/(4r) is the convenient incremental source constant introduced in (4.41). The
H-field becomes

H(r) = %r xE = nlre ke x I, + (1, — (I, - £)E]} . (4.53)

The radiation integrals I, and I,, are taken over the distribution of electric J and magnetic
M surface currents. For line currents J, and M, along a curve L, the integrals in (4.51)
- (4.52) reduce to the line integrals

;= Ck/ nd (xR D gl (4.54)
L

e / M, () e+ gy (4.55)
L

If J; is distributed along a straight line, I, becomes Cj multiplied with the Fourier transform
J; of J; and correspondingly for M; and I,,. This will be used in Chapter 5 when analyzing
wire and slot antennas. Similarly, if J; is distributed over a plane surface, I, becomes Cj mul-
tiplied with the two-dimensional Fourier transform J; of J;, and correspondingly for M; and
I,,. This property will be used in Chapter 7 when analyzing radiation from apertures.

4.2.3 Duality

The expressions for the field solutions E,, and H,, resulting from magnetic current sources
have similarities with the expressions for the fields E, and H, from electric current sources.
This is due to the symmetry of Maxwell’s equations. This symmetry can be formulated in
a general duality theorem which allows us to find the fields resulting from magnetic currents
by using the solution for the fields resulting from corresponding electric currents, and vice
versa, using the replacements in Table 4.1. A consequence of duality is that the impedance
Z. at the port of an electric current distribution becomes equal to n? times the admittance
Y,, at the port of the dual magnetic current distribution of the dual problem'#. Thus,

Zo =1n*Y,, . (4.56)

14 For more information see Section 4.5.4 and Section 5.4.2.
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Table 4.1: Duality replacements

Original problem 1 nJ E, nH, | k Dual of problem 2

Dual problem 1 M nH,, | —E, | k Original of problem 2

4.2.4 Superposition

The integral form of Maxwell’s equations is a result of their linearity. The integral vector
form also clearly shows that superposition applies. We can find the total E- and H-fields of
several sources by a complex vectorial addition of the E- and H-fields originating from each
of them.

4.2.5 Replacement between electric and magnetic currents

An electric field problem can either have electric or magnetic current sources, or both. In
addition, any known electric current distribution can be replaced by an equivalent magnetic
current distribution which provides exactly the same E- and H-fields everywhere, and vice
versa. The magnetic replacement current distribution M, which gives exactly the same field
as a known electric current distribution J is type'®
1 1)

sz—mthJ:]EVtxJ (457)
where V. is the curl operator applied only to the coordinates in a plane orthogonal to J.
Correspondingly, the electric replacement current distribution J,,, which gives exactly the
same field as a known magnetic current distribution M, is

1 o1
Jijw'thfo jknthM. (4.58)
These replacement relations between electric and magnetic currents can be derived from the
differential form of Maxwell’s equations. If we take the curl on both sides of (4.1) and
use (4.7) and (4.2), we see that a source jwuJ plays the same role in the equations as V, x M.
Furthermore, if we take the curl on both sides of (4.2) and use (4.6) and (4.1), we see that
—jweM plays the same role as V; x J.

This equivalence between J and M has no relation to duality and must not be confused
with the equivalent sources in Section 4.3 which are used to replace fields over surfaces in
space.

4.2.6 Frequency scaling

The principle of frequency scaling is an important consequence of Maxwell’s equations. This
is expressed in the best way by defining a scale model of a known antenna, as an antenna in
which the dimensions are a factor S larger than (or smaller than if S < 1) the dimensions of

15 The term replacement currents are specific for this book, but the concept is known and the equations
given as (5a) and (5b) in [28]
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the known antenna. Then, the radiation characteristics (i.e., the radiation pattern, directive
gain, radiation impedance and input reflection coefficient) of the scale model at the frequency
fsa = f/S is exactly the same as the characteristics of the known antenna at the frequency
f, provided all materials are the same with exactly the same material parameters ¢, and pu,..
In practice, €, and pu, of a given material may vary slightly with frequency, but unless the
scaling factor is too large the changes are normally negligible. If only the imaginary parts of
e, and pu, are different, this will effect the antenna noise temperature and ohmic losses, but
normally not the radiation pattern and the return loss at the input port.

4.3 Construction of solutions: uniqueness and equiva-
lence

It is possible to show that Maxwell’s time-harmonic equations have a unique solution in
lossy materials within a finite region. The requirements for this are that all the sources in
the region are known in addition to one of the following sets of field components on the
boundary of the region:

a) the tangential E-field on the whole boundary,
b) the tangential H-field on the whole boundary, or
c) the tangential E-field on part of the boundary and the tangential H-field on the rest of it.

This fact is referred to as the uniqueness theorem, and it is also valid for infinite regions by
imposing the so-called radiation condition, which states that the fields at infinity are radiation
fields decaying as 1/R. In ideally loss-free finite regions the uniqueness theorem may not be
necessarily valid, as internal resonances may be present at certain frequencies. Such internal
resonances represent a big problem in numerical field solutions of integral equations by using,
e.g., the Method of Moments. However, ideally loss-free problems are never present in the
real world, so in practice field solutions are always unique.

The uniqueness theorem can be used to construct a field solution within a certain region
from the tangential field components at the boundary of the region. This may be used with
advantage in order to separate a complicated field problem into subproblems, where each
subproblem is associated with a certain field region. We can do this by assuming known
tangential field components between the regions. In order to facilitate this approach, the
tangential fields at the boundaries between the regions are interpreted as equivalent sources.
In the next subsection we will describe the three equivalents that are most commonly used
in antenna analysis. We will treat the first two in more detail in Chapter 5 when treating
radiation from apertures.

4.3.1 PEC equivalent and magnetic currents

Let us consider a conducting PEC surface which divides space in an outer and an inner field
region, and an aperture at the location A in this otherwise closed surface (Fig. 4.4). We
assume that there are sources in the inner region that produce fields E, and H, over the
aperture. These aperture fields will in turn create fields E, and H, in the outer region. It
is evident that E, and H, can be considered as sources for the fields E, and H, outside the
conductor. Let us now construct an equivalent which makes use of this.
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M

(a) Original problem (b) PEC equivalent

Figure 4.4: The PEC equivalent for a radiating aperture A in a conducting surface.

We fill the whole inner region with a PEC material and locate equivalent magnetic source
currents
M, =E, x1n (4.59)

over the surface of the PEC at the location A where the aperture was. n is the normal to
the surface A pointing outwards. In this new field problem, the E-field tangential to the
surface of the PEC is zero resulting from the boundary condition in (4.14). However, at the
part A of the surface there are impressed magnetic currents M,. Therefore, we must use the
more general boundary condition (4.12), from which we see that E, x i = M, when E, = 0.
Consequently, the tangential E-field E, x f outside M, is equal to E, x @i in (4.59) which is
the original tangential E-field in the aperture A before it is closed. Now, it is clear that the
new outer field problem with the inner region filled with PEC has the same tangential E-fields
at its boundary as the original field problem. Therefore it is equivalent to the original field
problem for the outer region according to item (a) of the uniqueness theorem.

This equivalent is referred to as the PEC equivalent. It will give the correct field solution
in the outer region if Eus = (Eq)tan is exactly known. In practice, we may approximate Eas,
where we find an approximate solution in the outer region. This approximate solution is
desirable if the approximate solution to E,; is acceptable. It is easy to find an approximate
solution for E,, if the aperture is small in terms of wavelengths.

4.3.2 Free space and Huygens equivalents

Let us now consider a field problem with some known sources and scattering objects inside a
region in space. We define the boundary S; of this region in a way that it encloses all sources
and scatterers, but does not coincide with any of them (see Fig. 4.5). We denote the fields
inside S; by E; and H;, and outside of it by E; and H,. We further assume that we know the
tangential components E;; = Eo; and H;; = Ho, of both the E- and H-fields at the boundary
S; and want to use them to construct an equivalent problem as follows.

We replace E;; and H;; by

J. =nxH and M, =Ey x i, (4.60)

S

where 0 is the outgoing normal to S;, and we remove all sources and scatterers in the inner
region. By applying the general boundary condition in (4.12) to S;, we see that if E; = H; =0
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Figure 4.5: The free space equivalent of a field problem.

we get n x Ho, = J¢ and Eoc x n = M. Therefore, the tangential field components at S; of
this new problem are the same as those at S; of the original problem. Thus, the new problem
is equivalent to the original one in the outer region according to all items of the uniqueness
theorem.

This equivalent is referred to as the free space equivalent, since the equivalent sources radiate
in free space. If we choose the surface S; to coincide with the wavefronts of the waves leaving
the inner region, it corresponds to the case that Huygens used to illustrate his principle of
reconstructing new wavefronts from previous wavefronts. Therefore, we will refer to this
special form of the free space equivalent as the Huygens equivalent.

The free space and Huygens equivalents require knowledge of both the tangential E- and
H-fields at the boundary. Therefore, they represent over-determined field problems in which
we know more than we need in order to get a unique solution. This means that if we use it
to find approximate field solutions by estimating E; and H; on S;, we may get approximate
field solutions that do not give E; = H; = 0 inside S;. It is important to be aware of this fact.
Still, the Huygens equivalent is very convenient to use for creating field solutions, because the
sources radiate in free space so that free space Green’s functions can be used. In addition,
the results are often reasonably accurate over a large region of space. It is commonly used
in the analysis of horn and reflector antennas.

4.3.3 Physical equivalent

The third equivalent is commonly used for analysis of antenna problems involving sources and
metal scatterers (Fig. 4.6). This equivalent is valid in the region exterior to a PEC scatterer
with a boundary defined by its surface with normal n, but it also gives correct results of
the fields inside the PEC. The equivalent problem consists of the original sources plus some
induced surface currents, both radiating in free space with the PEC removed. The induced
currents are

J. =1 xHy (4.61)

s

located where the surface of the PEC was before its removal. Thus, the PEC has been
replaced by the surface current distribution J, located in free space. The physical equivalent
is a special kind of free space equivalent.
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Figure 4.6: The physical equivalent.

The advantage of the physical equivalent is that the PEC is removed, so that we can use free
space formulas for the radiation field. The problem is to find the tangential component of
H, at the surface, so that J, can be assumed known. A plausible approximation for large
scatterers is the Physical Optics (PO) approximation which states that J, = 2A x H; where
H, is the incident field on the PEC only due to the original sources. The PO approximation
will be treated in more details in Chapter 7. If we want a more precise solution for J, we
can use the PEC equivalent to formulate an integral equation with J, as unknown, and then
solve this integral equation by using, e.g., the Method of Moments.

4.4 Incremental current sources

In this section we will describe the fields of incremental current sources. Such sources play
an important role in antenna analysis because more complicated sources can be built up as
a superposition of incremental sources. The reason is that Maxwell’s equations are linear
so that the superposition principle applies. The vector fields from the incremental sources
represent an evaluation of the vector dyadic Green’s functions in free space. We will study
both electric and magnetic sources. In addition, we introduce a combination of these sources
which gives a rotationally symmetric radiation field of the BOR, type!®. This hybrid source
is commonly referred to as a Huygens source.

4.4.1 Incremental electric current (or Hertz dipole)

Let us introduce an incremental electric surface current distribution in the zy-plane of the
form

3.() = J,dS'5(a’ )y . (4.62)

where dS’ = dz'dy’ is an incremental surface area and é(z,y) is the two-dimensional delta
function. J(r') is equivalent to an incremental electric line current of the form

I = Ldy's(y")y (4.63)

16 For more information about BOR, antennas, see Section 2.4.2.
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Figure 4.7: Geometry of vertical (left) and horizontal (right) incremental electric currents.

where §(y') is the one-dimensional delta function and I, = J,dz’. Let us further change the
orientation of the incremental source in a way that it points in an arbitrary direction 1, and
assume that the incremental length is finite and given by [. Then,

. l l
JU)y=11, for — 5 <l'< 5 (4.64)
For historical reasons, such rectangular line current distributions are often referred to as
Hertz dipoles. The name refers back to Heinrich Hertz and the spark gap dipoles he used
in his experimental discovery of electromagnetic waves in 1888. When | < X\ and kr > 1, we
get [from Eq. (4.34) - (4.43)] the following radiation fields of this incremental electric current

I 1.
Eiq(r) = Cpnl, 1 - (1- f‘)f”];eﬂkr ; (4.65)
1
nHia(r) = Cnl, I(F x l);eﬂkr =t x Ejq(r) , (4.66)

where Cy, = —jk/4m as in (4.41).We can also introduce a far-field function Gia(r) by
1 P
Ei(r) = —e 7" Gyq(f) ; Gia(f) = Crnl 1 — (1- £)8] . (4.67)
r

Now we can use (4.65), (4.66) or (4.67) directly with £ = sin §(cos pX +sin py) + cos 6z in order
to find the far-fields of arbitrary oriented electric currents. The vector operations can easily
be understood and evaluated from the explanations to equations (1.7) to (1.9). Yet, here we
still study two specific electric current orientations analytically.

When the electric current is oriented vertically along the z-axis, we have 1= z, which can be
found from a simple drawing (Fig. 4.7) that z—(2-£) = — sin06. We can also use the equations
in Appendix C to obtain the same. Therefore, the far-field function becomes

Giqa = —Cynl,lsin 60 . (4.68)

Thus, the vertical incremental electric current radiates as a BOR, antenna with a rotationally

symmetric radiation pattern'”.

17 BOR,, antennas can be found in Section 2.4.1 on page 48.
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When the electric current is located in the center of the coordinate system and oriented along
the y-axis so that 1 = y, we get the far-field function

Gia(t) = Cenl,l(y — (y - T)F) . (4.69)

We can now use y = sin 6 sin F + cos 0 sin 8 + cos p@ from Appendix C to obtain the following
dependency on € and ¢

Gia(0, ) = Cnl, I(cos 0 sin o8 + cos pP) . (4.70)

We see that the horizontal electric current radiates as a BOR, antenna with respect to the
z-axis'®. The H-plane pattern is omnidirectional, whereas the E-plane pattern is given by
| cos 8] which has maxima in the +z-directions and zeros along the positive and negative
y-axes, corresponding to 6 = 90° and ¢ = 4+90° (see Fig. 4.8 and Fig. 4.9). An z-directed

electric current gives the corresponding field patterns in its E- and H-planes!?.

From the above, we see that the direction of the E-field at any point can be found by taking
the direction 1 of the electric current and removing its r component in a way that the field
becomes normal to £. The radiation field is always zero in the directions ¢ = =+l.

4.4.2 Incremental magnetic current

Magnetic current sources are important as they can be used as equivalent sources when
analyzing radiation from aperture antennas (see Chapter 7). The radiation field of the
incremental magnetic current is readily found in the same way as for the incremental electric
current, or it can be constructed from the electric current solutions by using duality. Consider
an incremental magnetic current oriented along im, ie.,

- l l
Then, the duality relation®® states that the E- and H-fields E;n(r) and Hin(r) caused by M
are found from Eiq(r) and Hia(r) of the incremental electric currents through

~ 1 .
Ein(r) = CpM,I(1,, x f');e_ﬂ“’ , (4.72)
1 1 1 vl —jkr
Hi,(r) = ECkMol[lm — (L - r)r];e Jer (4.73)

where nI,l for the electric current case has been replaced by M,l, and C, = —jk/4w. The
fields of both - and y-directed magnetic currents are written in spherical coordinates later on
page 144. Tt is clear from the discussion of the short electric current that the short magnetic
current is omnidirectional in E-plane and has a cos #-pattern in H-plane (see Fig. 4.8). The
radiation field is zero in the directions ¢ = +1,,. The direction of the E-field is orthogonal to
both 1,,, and .

18 BOR, antennas can be found in Section 2.4.2 on page 49.
19 See Section 4.4.4 on page 144.
20 See Section 4.2.3 on page 134.
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Figure 4.8: Radiation patterns of incremental electric current, magnetic current, and Huygens
source: (a) 3D plots when they are polarized in y-direction on the z-axis. (b) E- and H-plane, and
co- and cross-polar patterns in the 45°-plane.
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(b) Y-polarized incremental magnetic current.
CO: G, XP: G,
y X
1
5 -5
=3 0.5
» -10
=
k= 0 -15
‘»
I -20
> -0.5
-25
-1 —-30
-1 0 1 - 0 1
u = sin(#) cos(y) u = sin(6) cos(y)

(¢) Y-polarized Huygens source.

Figure 4.9: Co-polar and cross-polar radiation patterns for y-polarized (a) incremental electric
current, (b) magnetic current and (c) Huygens source.
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4.4.3 Huygens source

There exists an incremental source which has equal and uni-directional E- and H-plane pat-
terns. This source plays an important role in the analysis of aperture antennas. We refer to
it as the Huygens source [8, pp. 44], and describe it as two orthogonal incremental currents,
one electric I, and one magnetic M, = nl,. The Huygens source is always present as an incre-
mental area source. Let us assume that it is located in the xy-plane. Then, the y-polarized
Huygens source radiating in z-direction is given by the sum of the two sources

Ju = Jodsld(l‘/,y/)y ) (4.74)

M, =nJ,dS'6(2",y')(—%) , (4.75)
where dS’ is the incremental surface area.The resultant far-field function becomes
G, (1) = Gig, () + Gip, (T
H() dH()/A Ii(?A ) ) (476)
=CynJ,dS'ly — (y - t)r —x x 1],

with Cx = —jk/4r the same as before. By using the results of the previous two subsections
and % = sin 0 cos ¢t + cos § cos B — sin p@ from Appendix C, we get

G, (0,9) = CrnJ,dS"[(cos O sin 8 + cos p@) + (sin 08 + cos 0 cos )]
= CynJ,dS’ (1 + cos 0)[sin 08 + cos p@P| (4.77)
= 2C3n.J,dS" cos?(0/2)[sin 08 + cos o] .

We see that the Huygens source radiates as a BOR, antenna with equal E- and H-plane
patterns. This means that the Huygens source has no cross-polarization according to Ludwig’s
third definition®'. We also see that we have a null for § = 180°, which is the backward
direction. These two properties make the Huygens source a desirable Green’s function for
many radiation patterns. It actually also appears as a Green’s function in some practical
antennas, such as in large aperture antennas (see Chapter 7).

For an arbitrary polarization 1 of the incremental Huygens source we get the far-field function
of the following general vector form

G, (t) = CenJ,dS'1— (1-#)F — (1 x n) x i, (4.78)

where n is the normal to the incremental surface area dS’ in the direction of radiation.

4.4.4 Summary

We will often need to know the far-field functions of the incremental electric and magnetic
current sources as well as the Huygens source in the spherical coordinate system. Therefore,
they are summarized here, for the case when they are lying in the xy-plane in the origin of
the coordinate system. In these equations C, = —jk/4n as before.

A. Incremental electric current source of unit magnitude nJ,l = 1.
y-polarized, 1=73: Gia(0,¢) = Cily — (¥ - )] = Ci[cos 0 sin 08 + cos p@P| (4.79)

z-polarized, 1=%: Giq(0, ) = Cp[k — (X - £)#] = C[cos 0 cos 08 — sin o]

21 See Section 2.4.2 on page 49 for more information about BOR, antennas.
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B. Incremental magnetic current source of unit magnitude M.l = 1.

y-polarized, 1, = —%: Gim (6, p) = Cr[—(X) X £] = Ci[sin b + cos 0 cos pP]

0
) ) (4.80)
x-polarized, 1, = §: Gin(0,9) = Cily X ] = Cilcos 8 — cos 0 sin @]

C. Huygens source of unit magnitude n/,dS’ = 1.

27 90) = QCk COS2 (9/2)[5111 SO@A + cos SO(AP] (481)

y-polarized, 1=7y: G, (
1 G, (0,9) = 2C) cos?(0/2)[cos pf — sin o]

x-polarized, 1=

4.4.5 Example: Directivities of incremental sources

Derive and compare the directivities of the incremental electric current source, the incremen-
tal magnetic current source, and the Huygens source.

SOLUTION:

When the three sources are parallel with the xy-plane, their far-field function has the same
form as that of BOR, antennas, so we may use the power integral in (2.92). For both the
electric and magnetic current sources, this gives

Pq = W\Ck|2/ (cos® 6 + 1) sin 0d = 7T|Ck\2§

as their radiation patterns are equal, but with their E- and H-planes interchanged. The
directivities are then also equal, obtained by using (2.69);

D - 47| C|? g

_ ie., 1.76dBi) .
0 7T|Ck‘28/3 (lea 1)

The far-field function of the Huygens source is of the form cos™(6/2) with n = 2 and no cross-
polarization. In Section 2.4.3, we have already evaluated the directivity of the cos™(6/2)
pattern, and the result is for n = 2

D,=n+1=3 (ie., 4.77dBi) .

0
Thus, the Huygens source is 3dB more directive than the incremental electric and magnetic
dipoles.

4.5 Reaction, reciprocity and mutual coupling

The equivalent circuit of receiving antennas?? contains an induced current or voltage source.

This is proportional to the amplitude of the incoming plane wave, and thereby also to the
current or voltage at the port of the transmitting antenna. This induced source represents

22 More about this can be found in Section 2.6.1.
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therefore the mutual coupling between the two antennas. In this section, we will show how
to calculate this coupling by using reciprocity and reaction. The principle of reciprocity was
already introduced in Section 2.3.2. Despite that, it will be formulated more completely
in terms of reaction integrals in the present section. The reciprocity theorem is described
mathematically by three different relations valid for different types of sources. These relations
can be derived from Maxwell’s time-harmonic equations by using known vector operations
and by assuming a reciprocal medium, see, e.g., [1, Sec. 3-8]. The three relations will be given
below in (4.86) to (4.88) without derivations, and we will show how to use them to calculate
mutual coupling, mutual impedances and mutual admittances, as well as self-impedances and
self-admittances.

4.5.1 Reaction integrals

The reciprocity relations are formulated most compactly by first introducing the so-called
reaction between the field of a source a and a source b, which has the form of an integral.
The extent of source b is the integration area A,. The reaction integrals has two forms, one
which is valid for the case when source b is an electric current distribution J,, and another
when it is a magnetic current distribution M,. These are

(Bq,Jp) = H E, - J,dA (4.82)
Ap
(H,, M) = ff H, - M,dA . (4.83)
Ay

In the first definition E, is the E-field distribution over A4; due to a source J, or M,, calculated
when J, = 0. In the second definition H, is the corresponding the H-field distribution over
A, due to a source J, or M,, calculated when M, = 0. The reaction integrals are shown as
surface integrals, but they become line integrals if the sources J;, and My, are line currents,
ie.,

(Bq, Ji) = / E, - Judl (4.84)
Ly

(Hg, M) = — [ H,-Mpdl, (4.85)
Ly

where L; defines the extents of the sources.

4.5.2 Three reciprocity relations

We are now ready to present the three different reciprocity relations, with reference to the
drawings in Fig. 4.10:

1. If source a is a known electric surface current J, distributed over the area A,, and
source b is a known electric surface current J, distributed over the area A, reciprocity
states that

(BasJs) = (EpJa) | (4.86)

where E, is the field distribution over A, due to J,, calculated when J, = 0, and E,
is the field distribution over A, due to Jy, calculated when J, = 0. In other words,
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(a) Electric surface current distributions
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Figure 4.10: TIllustration of reciprocity between two electric current distributions (upper), and
between two magnetic current distributions (lower).

equation (4.86) expresses that the reaction between E, and J, is equal to the reaction
between E, and J,.

. For magnetic current sources M, and M, over A, and A, respectively, we have corre-

spondingly

(Hq, My) = (Hp, M) (4.87)

where H,, is the H-field distribution over A4, due to M,, and H, is the one due to M,
evaluated over A,. In other words, equation (4.87) expresses that the reaction between
H, and M, is equal to the reaction between H, and M,.

When source a is an electric current source distributed over A,, and source b is a
magnetic source M, distributed over A;, we have

(Hq, My) = (Ep, Ja) (4.88)

where H, is the H-field distribution over A, due to J,, and E,; is the field distribution
over A, due to M,. In other words, the expression (4.88) expresses that the reaction
between H, and M, is equal to the reaction between E; and J,.
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4.5.3 Reciprocity between input/output ports of antennas

Let us first use the reciprocity relations to study the coupling between the ports a and b of
two antennas (Fig. 4.11). We consider two short electric line currents defined by

. 1 1

T = L, for — lo <1< gl (4.89)
. 1 1

I =L, for —lo <1< gl (4.90)

which are located between the poles of the ports a and b of the two antennas, respectively.
Each port may be the input/output connector of the antenna. Now, reciprocity states that
the following two reactions are equal:

la/2 /2
/ (By - Jia)dl = / (Eq - Ji)dl . (4.91)

—1,/2 —1p/2

We assume that I, and I, are constant over the small lengths [, and [;, respectively. In
addition, we presume that [, and [, are so small in terms of the wavelength that E, and E,,
respectively, can be considered constant over them. This is in particular true between the
two wires of a two-wire transmission line. Then we easily evaluate the two coupling integrals
in (4.91) and get
—Woala = —Vaply (4.92)
1 la/2 R
where  Viu = (B, Jig) = / B Ld s By, (4.93)
a la/2

is the voltage measured at port a due to a source at terminal b, and
1 lb/2 N
Vab = —f<Ea,Jlb> = —/ (Ea . lb)dl ~ Ealb (494)
Iy —1,/2

is the voltage at terminal b due to a source at terminal a. The above two integrals represent

voltages, as the voltage between a point | = [;,/2 and another point | = —I,/2 is defined
by
W/2
V= —/ E-Ldl .
—1p/2

The integrals can be taken along any curve between the points I /2 and —I;/2, in our case
a straight line. If the two sources are equal, i.e., I, = I, = I, the expression (4.92) yields
Vba = Vab. This means that the response is the same either way. And, if we excite the port of
antenna a with a current I, the response at the port of antenna b is a voltage V. If we excite
the port of antenna b with the same current I, the response at the port of antenna a is the
same, i.e., V. This is only correct when the antennas (and their environments) are exactly
the same and have exactly the same locations and orientations, in the two cases.

The ratios Zva = Vba/Iy and Za, = Vab/I. are the mutual impedances between ports a and b,
and Zp, = Zap follows from the reciprocity. According to the above formula for the mutual
impedance written in terms of the reaction integral is according to the above

1 1
Zap = ——— (B, J1) = ——— (B, Ip) . 4
b IaIb< bs J1a) Ialb< Ib) (4.95)
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Reciprocity if Vb = Vpa When I, = I}, under else equal conditions

Figure 4.11: Ilustration of reciprocity between point current sources I, and I, connected to the
ports of two antennas.

Now let us consider the self-reaction of the E-field due to Ji. at port a. The negative of
the self-reaction divided by I, represents then the induced voltage between the poles of port
a due to the current I, on the same port. Therefore, we may define the self-impedance of
antenna a as this voltage divided by I,, i.e.,

1
Zon = — Eo,Ji) . 4.96
IaIa< la) (4.96)

The self-impedance of antenna b can be defined correspondingly. The above two formulas

are very general and apply even to the extended current distributions?3.

4.5.4 Mutual impedance, mutual admittance and coupling coeffi-
cient

The reaction relations can be used to calculate the mutual coupling between all types of
sources with known forms, e.g., between the basis functions of a series expansion of the
current distribution in a Method of Moments solution. In order to see this and interpret
the reaction relations we may consider two discrete circuit ports a and b (associated with
current distributions J, and J,) and the equivalent circuits representing these ports, as follows
(Fig. 4.12). We define the port b of an electric current distribution J, on A, by an infinitesimal
gap located somewhere across and normal to the current distribution, and we define the port
current [, as the total current passing this feed gap, i.e., I, = [ Js -1dt where 1 is the direction
normal to the gap and t is along the gap. Similarly, we can define a port a with current I,.
It is clear that J, and E, are proportional to I,, and that J, and E; are proportional to I.
We normalize the reaction integrals in (4.82) [which have the dimension Volt-Ampere (VA)]

23 Tt will come more about this in the rest of this section.
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with the product I,1,. Then, the reaction integrals get the dimension ohm (Q2) and represent
the mutual impedance between the two equivalent circuit ports @ and b. The formula for the
mutual impedance is the same as between point sources in (4.95) and gets into the equivalent
circuit as shown in Fig. 4.122%.

In the same way we can define the port b of a magnetic current distribution over A, by two
opposite points along the rim of M,. Then we define the port voltage as the total voltage
Vi, between these two points, i.e., the integrated E-field along a line between the two points.
Thus, Vi, = [M, - 1dt where 1 is the direction normal to the line and ¢ is along the line
(Fig. 4.13). Then, the reaction integrals in (4.83) (which have the dimension Volt-Ampere
(VA) as well) get the dimension Siemens (S) and represent a mutual admittance Ya, between
the two ports a and b if we normalize them with the product V,V, of the voltages over these
ports, i.e.,
1
- b) = ——
Va% VaVb

We can also use the first two reaction integral expressions to calculate the self-reaction, i.e.,
the reaction between source a and the field of source a. If these are normalized by I2? and
V.2, respectively, they represent respectively the self impedance and admittance at the above
defined ports?®.

Yap (H,,M H,, M,) . (4.97)

By similar arguments, we can obtain the mutual coupling coefficients between an electric J,
and a magnetic M, current distribution as follows, see Fig. 4.14:

1 1
_ EyJ,) = —
I, Bede) = g

Cab = <Haa Mb> . (498)
This coupling coefficient Ca, = Ch, represents a voltage coupling coefficient in the equivalent

circuit for J, and a current coupling coefficient in the equivalent circuit for My, as shown in
Fig. 2.2126,

4.6 Imaging

Imaging is a technique which we can use to construct field solutions satisfying the boundary
conditions at a specific surface. In practice, we only use imaging in connection with infinite
plane PECs or PMCs. For other geometries the imaging equations become so complicated
that they hardly represent any simplification over a numerical solution. We will here only
show the imaging principle applied to infinite plane PECs and PMCs.

The imaging technique works as follows. The plane PEC or PMC is replaced by an image
plane. The image plane divides space in two regions, the source region and the null-field
region. We construct the field in the source region by locating an image source in the null-
field region, in a way that the original boundary conditions on the image plane are satisfied?”.
Then by using the uniqueness theorem, the total field solution of the original problem in the
source region is equal to the sum of the fields due to the impressed source and its image, i.e.,

24 See also Section 2.6.1 on page 2.6.1.

25 For more information see Section 5.1.7 on page 178.

26 More information can be found in Section 2.6.1 on page 65.

27 This means it X E = 0 for a PEC and i x H = 0 for a PMC where 11 is the normal to the image plane
pointing into the source region.
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Figure 4.12: Tllustration of mutual impedance between electric current distributions J, and J,, and
their equivalent circuits.
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Figure 4.13: Tllustration of mutual impedance between magnetic current distributions M, and M,
and their equivalent circuits.
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(a) Electric J, and magnetic M, current distributions

Zaa

— bt
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(b) Equivalent circuits

Figure 4.14: Tlustration of mutual coupling between electric current distribution J, and magnetic
current distribution M, and their equivalent circuits.

Hios = H; + Hing, and in the null-field region it is zero by definition. The induced electric
currents on the PEC are given by

J. =fxHy =0 x (H; + Hipg) = 28 x H; | (4.99)

S

where the latter equality follows from the symmetry of the problem and also from the equa-
tions to follow. Correspondingly, the induced magnetic currents on the PMC are

M, = E; X fi = (E; + Eipg) x & = 2E; x A1 . (4.100)

We will now show the expressions for the image sources when the actual sources are located
over a plane PEC and a plane PMC. Consider first an electric current source J located at a
point r’; i.e., J(r'), and a ground plane defined by r,(u,v) when the parameters v and v vary,
having a constant surface normal n. Then, the image source is located at

Timg =T — 2[(r' —rp) -A)A, (4.101)

where r;, is any point on the image plane. If the ground plane is a PEC, the image current
is given by
Jimg = —[J — 2(J . ﬁ)fl] . (4.102)

And, if the ground plane is a PMC, the image current is given by
Jimg =J —2(J-n)n . (4.103)

If we instead consider a magnetic current source M located at r’, the image will have the
same location as in the J case, but the image current is

Mimg = M — 2(M - )i (4.104)
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for the PEC case. And for the PMC case, we have
Mipg = - M —-2(M-n)nj . (4.105)

If the source is incrementally small the far-field function of it (in free space) becomes by
using (4.49) and (4.51)

G(f) = CinlI (') — (I(x') - )i]e D) (4.106)
From the same two equations the far-field function of the image becomes
Glmg< ) Ckn[ 1mg(rimg) - (Jimg(rimg) 'f‘)f’]ejk(rimg'f‘) . (4107)

Note that we have put no restriction on the location of the center of the coordinate system,
i.e., the phase reference point, in these two equations. The total far-field function is then the
sum of these, as they already have the same phase reference point, i.e.,

Grot () = G(F) + Gimg (F) - (4.108)

We will now show that the boundary conditions actually are satisfied for these cases, by
choosing the electric current above the PEC as an example. If the current element J is
infinitely small, the E-field from it at any point r, on the surface is given by?®

eij

E; = Ci[nJCy, —n(J-R)RC, , (4.109)

]R

where we used R = r, —r’. At the same point the E-field of the image source becomes

1 LR
Eing = Ck[1JimgCnNy, — (nJimg - Ri)RiC, ] R'e_JkR’l , (4.110)

where R; = rp — Timg. By using (4.101) and by studying Fig. 4.15 we get rimg —rp =1 — 1, —

2[(r" — rp) - ] or

R, =R-2(R-n)n. (4.111)
This means that R = R, and consequently that Cy =Cy -, Cy, =Cy, .

Let us first consider the case where J is parallel with n. Then, Jimg = J < fi. The tangential
components of the total E-field at the surface can be evaluated by taking f X (E; + Eimg).
This operation involves the following vector operations [when using E; from (4.109) and Eing
from (4.110)];

nxn=0, nx(n-R)R, nx (h-R)R; .
We see from (4.111) that - R; = —(h-R) and a x R; = i x R, so that
nx(h-RIR=nx(h-R)R,; .

Using these we finally get i x (E; +Eimg) = 0 at the image surface, and the boundary condition
on the PEC is satisfied.

28 Compare this with Eq. (4.37).
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Figure 4.15: Imaging by electric and magnetic current sources in PEC ground plane.
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Let us finally consider that J is orthogonal to in. Then, Jime = —J and the vector operations
needed to determine the tangential E-field at the ground plane become

nxJ=—nxJj,,

n x (J . R)R =n X (Jimg . ];:A{l)].:{,Z .

Using these, we also find that the boundary condition f x (E; + Eimg) = 0 is satisfied. This
proof could also have been done by visual inspection of the drawings in Fig. 4.15 and using
the symmetry of the problems.

Thus, our imaging solutions satisfy the boundary conditions which means that they are valid
and are unique solutions.

4.7 Integral equations and Method of Moments

We have in Section 4.2 expressed the fields as integrals over electric and magnetic currents
located in free space. Actual field problems will also include a structure. However, even in
the presence of a structure, it is always possible to define equivalent subproblems. These
subproblems consist of equivalent or physical electric and magnetic sources radiating in an
unbounded homogeneous material. Therefore, the field expressions for homogeneous regions
play an important role even in formulating complicated field problems.

When using equivalent sources to formulate field problems we end up with integral equations
which need to be solved in order to determine the equivalent sources. The integral equations
are a result of enforcing the original boundary conditions of the fields at the boundaries, i.e.,
at the locations of the equivalent sources. Such integral equations are conveniently solved
numerically by the Method of Moments [7]-[10]. Recall that this is not a book on numerical
solutions by the Method of Moments. However, using a Method of Moments procedure, some
of the classical integral formulas for antenna impedances and admittances can be derived more
easily and with better physical insight. Therefore, we introduce this method here in order to

use it in the analytic formulations in later sections?”.

We consider as an example an integral equation of the form
[Ei(r) + E;(r)]tan =0 forr=r_,(u,v), (4.112)

which means that the tangential components of E;(r) + E.(r) are zero at the surface S
described by rg(u,v). E;(r) is a known incident field on S, and

E.(r) = [[3(') - G(r,x')as’ (4.113)
&

is the field scattered by the unknown induced current distribution J(r’), with S’ the surface
r’ = r (u,v), which is the same as the surface S over which the unknown current J(r’) is
distributed, and G(r,r’) is the dyadic Green’s function of the field problem. G(r,r’) may be
the Green’s function in free space (or generally homogeneous space), where we have

IW) - Gr,r') = Clpd ()Cy, — (1) - R)RONZ]%(MR , (4.114)
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Figure 4.16: Examples of expansions of a current distribution J,¥ along a strip in different basis
functions. (a) Sinusoidal entire domain basis functions for a Fourier series representation of Jy. (b)
Pulse basis functions for a staircase approximation of J,. (c¢) Triangular rooftop basis functions for
a piecewise linear approximation of Jy.
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as given in Section 4.2.1, where R = |r — /| and R = (r — r')/|r — 1’|

We want to determine J(r') by solving the integral equation. The standard way to do this is
to expand J(r') in M basis functions B,,(r") according to

M
Ix) =) LBn(r), (4.115)
m=1

where I,,s are unknown coefficients. The basis function can be of different types. The most
common ones are entire domain and subsectional basis functions (Fig. 4.16). Each entire
domain basis function covers the whole surface S’, and together they may correspond to, e.g.,
a one or two-dimensional Fourier series expansion of J(r’) over the surface S’. The subsec-
tional basis functions covers different subsections of the source surface S’, and they may or
may not overlap with the neighboring basis functions. All together the subsectional basis
functions cover the complete surface S’ over which the unknown current is distributed. The
subsectional basis functions may, e.g., be non-overlapping rectangular pulse functions located
side by side, corresponding to a staircase approximation of J(r’). They may also be triangular
rooftop functions which correspond to a staircase approximation of J(r’) in one direction and
a piecewise linear approximation in the other. The piecewise linear approximation of J(r’) is
obtained by letting neighboring triangular sections overlap to 50 %. The basis functions must
cover all different components of J(r'). The Method of Moments solution converges more
rapidly if the basis functions are chosen in a way that they represent the major physical
characteristics of the current distribution, such as being zero at the ends of wires etc.

Now we insert the basis function expansion of J(r') into the integral equation. The result is

M
[Bi(0)]tan + Y Im[Es,, (r)]tan =0 on S, (4.116)
with Egm (r) = ﬂ B,.(r') - G(r,r')dS’ . (4.117)
SI

The above Eq. (4.116) states that the boundary condition must be satisfied continuously
over the surface S. This is of course impossible when the current is approximated by a finite
series. We have to introduce some kind of weighted average of the boundary condition. To
this end, we introduce N weighting functions W, (ry) over S3° which are tangential to the
surface. We multiply (4.116) with each of the and integrate over S. The result is

M
> InZpn =Va forn=1, N, (4.118)
with — Zyp = (Ep, (r,), Wa(r,)) = [[ Ep, (r;) - Wa(r,)dS , (4.119)
S
Vy, = —(Ei(r,), Wy(r,)) = — ﬂ Ei(r,)  Wy(r,)dS . (4.120)
S

The equations in (4.118) form a set of N linear equations to determine the M unknown
expansion coefficients I,,. We need N = M weighting functions in order to get a unique

29 See Section 5.1.7, 5.4.2, and 6.2.
30 This is also called test functions.
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Figure 4.17: Tllustration of cross section of wire of radius a and the locations of an incremental
current segment, r., and a test segment, r;. The current segment consists of a pulse current filament
of length [, plus two point charges at either end.

solution for all I,,,. One of the most accurate approaches is to choose the weighting functions
equal to the basis functions, i.e., W, (rgy) = B, (ry), which is referred to as Galerkin’s method.
In this case we recognize Z. as the reaction between the two current sources B,,(r’) and
B.(ry). Zmn gets the dimension ohm (€2) and represents a rmutual impedance if we choose all
B, (r,) to have dimension inverse meters (m~1), so that I,,, gets the dimension Ampere (A).
Zmn and V, can be evaluated numerically. There are severe difficulties in evaluating Z..
when B,,(r') and W, (r,) overlap. This is because the Green’s function in (4.116) is singular
when the field point r, and the source point r’ coincide. These singularities are referred
to as source point singularities. Zmm represents the self-impedance of each basis function
B (rs).

Method of Moments solutions can be implemented numerically and several computer codes
are available for analysis of, e.g., wire antennas, two-dimensional scatterers and bodies of
revolution, and even three-dimensional scatterers. Infinite multilayer substrates and ground
planes can be included via the Green’s function®!. The problem in implementing a Method of
Moments solution is often related to the treatment of the source point singularities. In some
cases it may be also difficult to get uniform convergence of the results when M increases due
to numerical instabilities. In many Method of Moments implementations, there are also prob-
lems with structure resonances which give erroneous results at specific frequencies. However,
in most cases the Method of Moments gives acceptable and accurate results. For this reason,
it is often used as an “ideal” reference for other approximate calculation methods.

In the present book we will only use the Method of Moments with one or two basis functions,
in order to derive analytic integral solutions to the input impedance of a dipole, a slot and a
microstrip patch antenna. It is possible to get accurate results by using only one or two basis
functions if they are chosen correctly. This requires experience and physical insight. For the
three mentioned examples, the current distributions are known to be approximated well by
half-wave sine or cosine functions. We will in the next two subsections present a numerical
algorithm for evaluation of near-field couplings between subsectional basis function for wire
and surface currents, and we will later use these to evaluate self-impedances of dipoles, slots
and patches. Some basic literature about the Method of Moments in electromagnetics is
given in the reference list, see [7]-[10].

31 For more information see Section 6.3 on page 217.
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4.7.1 Simple algorithm for near-field from line current

The vector integral forms of the E- and H-fields given in Section 4.2.1 have strong source
point singularities. This fact makes them not suitable for evaluation of self-impedances and
Method of Moments matrix elements of wire antennas. Therefore, we here present a near-
field formula which is far more convenient for numerical evaluation. We will only show the
formula for the E-field, as this is the only one needed when computing impedances of wire
antennas.

Consider the same line current I,1 of incremental length I < A, which was introduced in (4.64),
and locate it with its center at the point r;, see Fig. 4.17. Then, we want to evaluate the
field at a location r; + ap, at the surface of the wire, where a is the radius of the wire, r; is
at its center line, and p is orthogonal to the direction t of the wire, i.e, p L t. We need the t
component of the E-field at r; + ap. This becomes, by assuming a thin wire approzrimation,

« PN 1
E(r; +ap) - tt = Cynl t {1 tU, — kztlllq(t)} , (4.121)
where 1= 11,
_1 2 —ikRW) 71 . n_ N o
U, = ~e dl with Rl =|(r¢+ap) — (r; +1'1)|, (4.122)
L)1 R(U)
\Ijq(t) — iefijpp — Lefijpm — LefijmP + Lefijmm , (4123)
RPP pm mp mm
with 5.1632
Rpp = (e + (t/2)t + ap) — (r + (1/2D)]
Rom = |(v0+ (t/2) +ap) = (v = (1/2)D)] | .
Runp = |(rs = (t/2)t + ap) — (r; + (1/2)])] ,
R = |(rr = (t/2)t + ap) — (r; = (1/2)1)] .

We have, also in (4.121), weighted the field with the length ¢t < A of a subsectional test
function. The expression for ¥, can be integrated numerically for all locations of r; since
we have avoided the source point singularity by introducing the wire radius. It can also be
conveniently approximated by

v, = %e_jkr with r=+/|rr — 12 +a?. (4.125)
The above equations are obtained from [7, Sec. 4-2 and 4-3], except that we have introduced
a simpler approximation of ¥,. This is valid even for r, = r; provided ! < a, which means
that it converges when [ decreases for a given wire radius. ¥, originates from the line current,
the first two terms in (4.123) represent the negative gradient of the potential originating from
the point charge at the end r; + (1/2)1 of the line current, and the last two terms represent the
negative gradient of the potential originating from the negative charge at its opposite end
r; — (1/2)L
32 We recognize (4.122) as originating from (4.22) and (4.24), and (4.123) as a finite difference approxi-
mation of the gradient of the scalar potential in (4.30) (4.31).
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Figure 4.18: Illustration of surface current segment of width w and length I, and test segment of
width v and length t.

For [ < 0.005, the algorithm gives plausible accuracy even for the reactive field components
when computing impedances and admittances. It has been used to produce the results shown
in Fig. 5.9 and Fig. 5.1633.

4.7.2 Simple algorithm for near-field from surface current

Now we will present a similar formula for convenient evaluation of near-fields of surface
current segments. The formula is similar to that presented in [11]. But instead of pulse
basis functions for charges, we have chosen line charge distributions at the edges of the pulse
current basis functions.

Consider an incremental y-directed surface current segment located at r, and of width w
and length [ in the zy-plane, as shown in Fig. 4.18, i.e.,
w w l l
Jry +ax+yy) =J,¥y forf§<:c<§,f§<y<§. (4.126)
We want to evaluate the field at a location r;, which may or may not coincide with r . We
here limit the formula to the y-component of the E-field, and weight this with the area A = tv
of a subsectional test function. When r; and r coincide, we enforce ¢t =1 and v = w.

Then, correspondingly to the formula in the previous subsection, we have,

w
E . ytv = Cynd, tv {lw\ll th\Ilq(t)} , (4.127)
where
VRl ikR(z",y") 3,0 3,/
e ITHEY ) da dy" 4.128
Y lw/l/Q/w/Qny ( )

33 There exist MATLAB code for all figures of which the caption start with *.
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with R, y) =i — (rs + 2'x+ ¢'y)] (4.129)
and Uy(t) = Yypp — Ywpm — Pwmp + Ywmm » (4.130)
1 w/2 1 ‘ ,
with Uypp = — / —— e TRRe (@) gy (4.131)
w —w/2 Rpp(@')

and similarly for ¥ypm, Ywmp and Wypp with

Rpp(a') = |(re + (t'/2)F) — (x5 + (1/2)y +2'%)]

Rpm(2) = |(re + (t’/2)‘f) = (rs = (1/2)y +2'%)], (4.132)
Runp(2') = [(rr = (¢/2)t) = (r5 + (1/2)y + 2')] ,
R (") = |(re = (¢//2)) — (rs — (1/2)y +2'%)| .

The above integrals can readily be evaluated numerically, except for the three cases when
re =rg and r, = rg £ (({/2) + (¢/2))1. In the first case, the integrands of ¥,, ¥,,, and
Uymp have singularities. We can avoid the singularity problem in ¥, by transforming the ¥,

integral to the polar coordinates, and evaluate it numerically by discretizing ¢ according to

N .

_4 J 1 —ikR(6n) _ 1] . _ T
v, = ;Aqﬁk[e 1] ; Ap= oo, (4.133)
with
1

On = §A¢ + Agp(n—1) forn=1,2,...N (4.134)

w for 0 <o <o

_ 2 cos ¢y, 0
R(¢n) { L for &, < dn <7/2 (4.135)

¢, = arctan(l/w) .

The singularity problem in Wy, and ¥ywmm can be avoided by introducing ¢’ < ¢, see Fig. 4.18,
for instance ¢’ = 0.5¢, and instead evaluating the field by using

E - ytv = Oy, t {lw\I/J - %\Pq(t’)} . (4.136)

Note that the first ¢ in the equation, which represent the length of the test function (i.e., the
weight), is kept to its original value, whereas the second and third ¢ are changed to ¢'. The
first t is used to evaluate the gradient of the potentials from the line charges at the ends of
the surface current element, and this can of course be chosen independently of the length of
the test function.

In the second and third cases, we may correspondingly use (4.136) to avoid the singularities
in Yepm OF Yymp.

For [ < 0.0025, N = 1000 and t' = t/2, the algorithm gives acceptable accuracy even for the
reactive field components when computing impedances and admittances. It has been used
to produce the results in Fig. 5.9 and Fig. 5.24*.
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4.8 Complementary comments by S. Maci

The Equivalence theorem is the modern electromagnetic extension of the classical Huygens
principle of the XVII century. This principle asserts that “each element of wavefront can
be regarded as a center of secondary disturbance which gives rise to spherical wavelets ...
the position of the wavefront at any later time is the envelope of all such wavelets” [12].
Fresnel extended the Huygens theorem in 1870, leading to the formulation of the so-called
Huygens-Fresnel principle, which is the foundation of the theory of diffraction of light. Fres-
nel supplemented Huygens construction with the postulate that the secondary wavelets can
mutually interfere when the wavefront is obstructed by a surface located between the source
and the observer. Kirchhoff gave these ideas a mathematical basis in 1883 [13], by showing
that the Huygens-Fresnel principle may be regarded as an approximate asymptotic form of
a radiation integral that expresses the solution of the homogeneous wave equation. The in-
tegral theorem of Kirchhoff can be regarded as the scalar version of the radiation integral of
the equivalence theorem. The first modern version of this theorem for electromagnetic waves
(Section 4.3.2) was published by A.E.H. Love [14] in 1901 and rigorously proven by McDonald
in 1911 [15]. Another physically appealing proof of this theorem is due to Schelkunoff [16].
As a result of the above, the equivalence theorem is today most often referred as Love’s
equivalent theorem or the Love-Schelkunoff equivalence theorem.

A general treatment of all types of equivalence theorems can be found in [17]. Here, Har-
rington poses the emphasis on the fact that it is somewhat restrictive to impose the null field
inside the equivalence surface S as Love did in his formulation. Any other field would serve
as well, leading to the definition of an infinite set of equivalent currents as far as the external
region is concerned. Any type of internal field can be constructed, provide the equivalent
currents are defined by the jump of the tangential electric and tangential magnetic field at
the surface. As a particular choice, this allows for defining a particular set of electric currents
only (as well as magnetic current only) radiating in free space, which are equivalent for the
external field [18].

Section 4.2.5 presents the expression to replace an electric (magnetic) current distribution
with a magnetic (electric) current distribution that radiates exactly the same field. This
can also be understood as the existence of non-radiating sources, obtained as the sum of
an electric (magnetic) current distribution and its magnetic (electric) replacement current
distribution with the opposite sign. The existence of non-radiating current distributions is
on the other hand embedded in Love’s formulation of the equivalence theorem, which makes
the field radiated by the equivalent currents zero inside the equivalence surface.

Section 4.7 summarizes the Method of Moments (MoM) method based on Electric Field
Integral Equation (EFIE) for antenna problems. It has been mentioned that the major
difficulty in implementing this method is the hyper-singular reaction integral representing
the self-impedance. The hyper-singularity is in the dyadic Green’s function of the electric
field occurring in the kernel. This problem may be overcome by using the Mixed Potential
Integral Equation (MPIE) approach [19], where the electric field at the surface boundary is
represented by vector and scalar potentials. In this way, the MoM impedances are reduced to
the summation of two contributions. The first contribution is the reactions between weight-
function currents and vector potentials produced by basis-currents; the second contribution
is the reaction integral between weight-function charges and scalar potentials produced by
basis-function charges. Both the resulting integrals of the MPIE self-impedances contain
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singularity of order one, easy to be calculated. MPIE formulation for multilayer Green’s
functions, useful for patch antenna problems, is presented in [20]. The MPIE decomposition
requires that the vector basis/weight functions are div-conforming, namely their divergence
possess a zero at the line-boundary of the subdomain. This property should be satisfied by
any MoM Galerkin basis. In particular, the most used div-conforming basis-functions in MoM
codes, are the so called Rao-Wilton-Glisson (RWG) basis functions [21], which, thanks to their
triangular domain, are adaptable to any type for curved surfaces. Another impairment of
MoM is its breakdown for low frequencies. This can be overcome by decomposing the surface
currents in a solenoidal and a non-solenoidal remainder [21]-[22].

The direct inversion of a MoM matrix of dimension N requires N* numerical operations. Since
the density of the sub-domain basis functions should be of the order of ten in a wavelength, the
direct inversion becomes rapidly not affordable when increasing the dimension of the antenna
in terms of wavelengths. Iterative solutions should be invoked for a more efficient inversion
of the problem. This inversion is greatly alleviated if one finds a good pre-conditioner for the
specific problem [22]-[23]. For very large antenna problems, MoM can be formulated by the
Fast Multiple Method (FMM) [24] or by its multilevel version (MLFMM) [25]. This produces
a drastic sparsification of the MoM matrix, which reduces the asymptotic complexity of the
problem to Nlog N operations where N is the dimension of the MoM matrix. Alternatively,
one can reduce the size by compressing the MoM matrix. This compression is obtained
by numerical generation from RWG functions of quasi-orthogonal synthetic functions based
on a singular value decomposition of the solution currents from a set of independent wave
excitations. Depending on the type of wave excitation, different method can be defined [26]-
[27].

4.9 Exercises to Chapter 4

1. Incremental sources: Evaluate and compare the relative cross-polar levels in dB for the
linearly y-polarized incremental electric and magnetic current sources and the Huygens source,
at 0 = 20° in the ¢ = 0°, 45° and 90° planes. Compare also the level of the back radiation at
0 = 180°.

2. Incremental sources: Derive the radiation field expressions for RHC polarized incremental
electric and magnetic current sources, as well as for the Huygens source. Find and compare
the relative cross-polar levels in dB at 6 = 20° in the ¢ = 0°, 45° and 90° planes.

3. Incremental dipoles for circular polarization: Consider two orthogonal incremental
dipoles, located at the same point in space; one pointing in X direction with amplitude I,
and 0°-phase and the other pointing in y direction with amplitude I, and 90°-phase. Derive
the expressions for the radiation field. Determine the expressions for the co- and cross-polar
patterns for a desired circular polarization. Sketch the two patterns in a figure. What is the
relative level of the highest cross-polar sidelobe?

4. Hard boundary condition: Extra exercise for those interested in mathematics: Derive the
hard boundary condition in Section 4.1.4 from the general boundary conditions in Section 4.1.2
for the TE, case of a 2D field problem.

5. Magnetic currents: Consider a small rectangular radiating slot in an infinite ground plane.
Assume that the E-field in the slot is E = cos(rz/(2a))y for —a < z < aand —b <y < b
where a < A and b < .
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a) Explain how you can find the radiation field of the slot by using the PEC equivalent,
imaging and the radiation field of a magnetic current distribution in free space. Write the
expression for the radiation field.

b) Find the directivity.

c) Is the boundary condition at the PEC soft or hard in E-plane? What about in H-plane?

Circularly polarized Huygens source: Derive the expressions for the radiation field of
the incremental Huygens source from those of the incremental electric and magnetic dipoles.
Construct a Huygens source for circular polarization. Find the co- and cross-polar radiation
patterns in the latter case.

Imaging of vertical electric monopole: Consider a vertical short electric current source
on an infinite ground plane. This can, for instance, be the center conductor of a coaxial line
coming out of a hole in the ground plane.

a) Use imaging to find the far-field function, and find thereafter the directivity when we
assume that the vertical source is infinitesimal.

b) Is the boundary condition of this field soft or hard at the PEC?

Imaging of horizontal dipole: Consider an horizontal incremental electric dipole located d
above an infinite ground plane.

a) Derive the expression for the radiation field by using imaging when d = \/4.

b) Is the boundary condition at the PEC soft or hard in H-plane?

c) Why is the far-field zero at the PEC in E-plane? Study the near-field. Is the boundary
condition actually soft or hard at the PEC in this plane?
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Chapter 5

Small wire and slot antennas

In the previous chapter we considered the general theories about how to calculate radiation
fields by integration over known current distributions (Chapter 4) and about how to charac-
terize these radiation fields (Chapter 2). We will now start to apply the theories to practical
antennas. Later on there will be also some general theory in Chapter 6 about apertures. The
present chapter is devoted to small wire radiators such as the monopole, dipole, loop and
helical antennas. We will also study radiation from a small slot in a ground plane when this
is excited in different ways.

5.1 Electric monopole and dipole

We will in this section describe the short wire antenna. In its simplest form it is realized as
a center conductor coming out at the end of a coaxial cable, and it is then called a monopole
antenna. We will study the monopole when it is mounted on an infinite ground plane,
obtained by penetrating the center conductor of the cable through a hole in a large metal
plate and by connecting the shield of the cable (outer conductor) to the metal plate (Fig. 5.1).
We will also study dipole antennas, which are wire antennas excited near the center of the
wire. The excitation of the dipole is normally very complicated since a field transformation is
needed from the rotationally symmetric coaxial feed line to the unsymmetrical dipole. Such
transformations are done by so-called baluns, where the name is an abbreviation resulting
from a transformation between a balanced (two wire) line and a unbalanced (coaxial) line
representing the dipole. Two examples of dipoles above ground with different baluns are
shown in Fig.5.1. Several other examples of baluns can be found in the literature [1]-
[2].

The present section is based on the theories of incremental electric currents'. We start by
presenting the approximate current distribution on the monopole and the dipole. Thereafter
we find the radiation resistance of the short dipoles. This resistance is very small, but
increases with the length of the dipole, so, we need a certain length in order to get an

I For more information, see Section 4.4.1.
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Figure 5.1: Monopole antenna on ground plane (left) and two dipoles on ground plane with different
baluns (right).

impedance match to the transmission line. We will show that the optimum length in order
to obtain impedance match to a 75Q cable is about half a wavelength.

The actual measured radiation impedance of a practical half-wave dipole will always differ
from the theoretical value. The reason is that the balun and the interaction between the
feed gap and the balun cannot be modelled accurately. It is even difficult to model the
thickness of the dipole arms correctly. We will limit the analysis to the simplest possible,
which is sufficiently accurate for predicting the radiation pattern. It is not accurate for
the impedance, but normally advanced numerical methods do not give better results either.
Therefore, the development of dipole antennas with good impedance match is always done
experimentally. However, calculations are often used with success to estimate the relative
change of the impedance with frequency and dimensions in order to facilitate the experimental
tuning.

5.1.1 Approximate current distribution of monopole

We consider first a vertical and very thin monopole coming up from a little hole in a
ground plane, as shown in Fig. 5.2. We assume that the wave on the coaxial line behind
the ground plane and the fields in the coaxial hole induce a sinusoidal current distribution
on the monopole, of the form

Ji (') = I, sin [k (é — ;/)] /sin(kl/2)z for 0 <2’ <1/2, (5.1)

where /2 is the length of the monopole. We have chosen the length 1/2 instead of [ in order
to make the formula similar to that of the dipole in the next subsection. The normalization
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Figure 5.2: Geometry (left) and approximate current distribution (right) of monopole and its image.

in (5.1) is chosen in a way that the current is equal to I, in the coaxial opening (2 = 0)
and zero at the end 2’ = [/2. This current distribution is empirical, but also expected from
intuitive arguments as follows. An open coaxial line without any termination will cause total
reflection with I = 0 at its end and a current varying sinusoidally from the end backwards on
the cable. If we flare out the outer conductor, we can look upon the monopole on the ground
plane as a conical coaxial continuation of the coaxial transmission line, and we may expect
to maintain the sinusoidal current distribution. This expectation is not precise, because
the conical coaxial line radiates, but the thin open cylindrical coaxial line almost does not.
Accurate analysis by means of numerical methods also shows that the current distribution in
reality is very similar to (5.1) for single monopoles on infinite ground planes provided that
the monopole is thin and short. In practice the length /2 is around A\/4 for which (5.1) is
still an acceptable approximation. The current distribution gradually deteriorates from (5.1)
when 1/2 becomes longer than A/4. See also the discussion at the end of the next subsection.
When the reactive part of the input impedance is zero, the monopole is said to be resonant.
This appears when /2 ~ A/4.

When the monopole has a finite thickness up to t = 0.1\, the current distribution in (5.1) is
still a useful approximation if we introduce an equivalent length 1/2 = [./2+¢/2 where [./2 is
the length of the metal cylinder representing the monopole, see Fig. 5.2.

By using (5.1) we also assume that the current is floating along the center of the wire instead
of its surface which it does in reality. This assumption is commonly referred to as the thin

wire approximation.

The far-field function including the effect of the infinite ground plane can be calculated by
making use of imaging?. The result is a total current as

3,(2) = I, sin {k <é - |z'|>} /sin(kl/2)z for 0 < |2'] < 1/2 . (5.2)

2 See Section 4.6.
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Figure 5.3: Geometry (left) and approximate current distribution (right) of dipole in free space.

5.1.2 Approximate current distribution of dipole

In practice a dipole consists of two aligned quarter wavelength long cylinders, which are
called the dipole arms and most often have circular cross-section. The arms are separated
by a feed gap where they are in metal contact with the feed cable or with the balun.

In analytical modeling it is common to replace the cylindrical dipole arms by line currents
located along the center line of the arms (the thin wire approximation), and to assume that
the effective length of the line current is | = I. + ¢t with a short feed gap over which there is
an electric current generator providing a constant current I, (Fig. 5.3). The variable ¢ is the
wire thickness. It is also common to neglect the effect of the connecting transmission line
and the balun. The current distribution of this idealized dipole is approximately given by

J(Z") =1j(z")z ,

: N Lo . , (5.3)
with j(z') =sin [k} (2—|z |)]/sm(k‘l/2) for |2'| < 1/2 .
Note that J;, = I,z for 2/ = 0 and that J; is not smooth at 2’ = 0 unless [ = \/2. In reality the
current distribution will depend on the wire thickness ¢ and length [, the size of the feed gap.
Furthermore, it also depends on the surrounding structure, such as the feed line, the balun,
a possible shield around the feed line and the balun, a possible ground plane, and possible
neighboring dipoles in an array.

The current distribution in (5.3) is a good approximation for center-fed straight thin wire
antennas in free space. Unfortunately, real antennas are not located in the free space. Still,
the approximate current distribution is usable for the monopole (see Subsection 5.1.1) even
when it is significantly longer than A\/4, provided it is located vertically on a large ground
plane. The reason is that the environment of the monopole is very clean, resembling free space
after imaging, for which the approximate current distribution is quite accurate. However,
when studying half-wave dipoles the surroundings are not so clean. Even when neglecting
the feed gap, feed line and balun, there will in most cases be a ground plane or neighboring
dipoles present. In this case imaging in the ground plane does not correspond to a pure
lengthening of the dipole like for the monopole. The ground plane causes an image dipole at
another location which will effect the current distribution by mutual coupling. Still, (5.3) is
usable as an approximation when | < 0.7\ typically. It represents a good approximation up



171 CHAPTER 5. SMALL WIRE AND SLOT ANTENNAS

to I = 0.5\ even when there are other disturbing elements present. The most common length
of practical dipole antennas is 0.5\. A dipole is said to be resonant when the reactive part
of its input impedance is zero. This appears when [ = 0.5)\.

5.1.3 Far-field function of dipole
When the dipole is oriented in an arbitrary direction i, we can write
() = 1,j (1,
. o Lo : , (5.4)
with j(")y =sin |k §—|l\ /sin(kl/2) for |I'} < 1/2.

When the center of the dipole is located at the origin of the coordinate system, we obtain
the following radiation field by using the equations in Section 4.2.2;

Eu(r) = %e’j’”Gd(f) : Gaf) = nl,Gia()j (k- 1) , (5.5)
where Gia(#) = Cp[1— (1-#)7] (5.6)
an HOBY ” ekl gy (5.7)

4 )—/Wm , .

with the incremental source constant Cy = —jk/4r. We see that the far-field function of the
electric dipole is written as a product of three factors. They are:

1. The current excitation I, at the feed gap,

2. the far-field function Giq(r) of the incremental electric current with unit amplitude,
which we will refer to as the incremental current factor, and

3. the Fourier transform j(kl-t) of the current distribution along the dipole, which we
will refer to as the current distribution factor j.

The latter is easily recognized as a Fourier transform by substituting z = I and k, = kl - ¢
in the exponent of the integrand. This factorization of the far-field function applies to all
current distributions that are located along straight lines and radiate in free space.

The Fourier transform in (5.7) can be evaluated analytically by using the integral
/e‘M sin(Bz + v)dx = ** [asin(Bx + ) — B cos(Bx +7)] .

The result is

1
a? + 52

[cos(kll - #/2) — cos(kl/2)]
[1—@1-£)?]sin(kl/2)
This expression can conveniently be numerically evaluated for arbitrary orientations 1. We

will still restrict the expression to ! = A/2 and two specific orientations of 1 in order to discuss
the results.

-8 =2 (5.8)

Let us first consider a vertical dipole oriented in z-direction with 1 = z. This may correspond
to a monopole over a ground plane. When [ = A\/2, by using 1-f = cos 6 we get

~oaa A ~ 2 ™ .9
Jj(kl-t) = j(kcosf) = 7 cos (5 cos@) /sin 6 . (5.9)
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Figure 5.4: *Radiation pattern of half-wave dipole: (a) Normalized E-plane pattern, (b) 3D plot
when it is y-polarized on the z-axis.

Moreover by using z — (z - #)f = — sin 08, this gives the far-field function
2 T .
G, (0) = —C’;m[og cos (5 cos 9) /sin 60 . (5.10)

We see that radiation field of the vertical dipole has complete rotational symmetry. It radiates
as a BOR, type antenna, and it is applicable as an impressed source for exciting more complex
BOR, antennas made of rotationally symmetric structures.

When the dipole is transverse y-directed with 1=y and I = A/2 by using 1- & = sin fsin ¢ we
obtain A ~
Gay (0, p) = Cinl, (cosOsin pf + cos @) (0, ¢) , (5.11)

with Gky 7)) = (6, ¢) = % cos (g sin 0'sin gp) JI1 — (sin@sinp)?] . (5.12)

We see that the H-plane pattern is constant, and that the E-plane pattern is j(6,90°) cos 6 =
cos((m/2)sin @)/ cos 6. Fig. 5.4 shows the E-plane pattern and compare it with the correspond-
ing pattern of the incremental dipole®. The half-wave dipole is seen to be only slightly more
directive than the incremental dipole. The patterns of the short dipole is the same as those
of the incremental dipole in (4.70), see also (5.19).

The radiation field of a y-directed dipole is very similar to a BOR, antenna with different E-
and H-plane patterns. It is not precisely a BOR, antenna as defined in Section 2.4.2 because
the current distribution factor given by (5.12) has a ¢-variation in addition to the p-variation
of the incremental dipole factor. Still, the relative cross-polarization in a given ¢-plane is
only due to the incremental dipole factor. If we evaluate the co- and cross-polar patterns
of (5.11), by using the polarization vectors in (2.55) - (2.56) and the BOR, relations in (2.83)
- (2.87) we achieve

Geo = Gy(f) - €0" = Geo o (0,9) — Gip,o (0, 0) cOs2¢ (5.13)

Gyp = Gy(0) - Xp" = Gyp,.. (0,0)sin2¢ , (5.14)

3 There exist MATLAB code for all figures of which the caption start with *.
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Figure 5.5: Relative power in the BOR, mode relative to the total radiated power of a transverse
dipole.

~ 1

where Geo,so (0,45°) = Cinl, 5 (6, 450)5(1 + cos ) (5.15)
~ 1

and Gixp,.o (0,45°) = Cynl,5(0, 45°)§(c059 -1). (5.16)

The equations (5.15) and (5.16) describe the co- and cross-polar patterns in the ¢ = 45°-plane
respectively. If the half-wave dipole had been an ideal BOR, antenna, all p-variations had
been in the cos2¢ and sin2¢p factors, i.e., we would have had Geo,.. (0,9) = Geo,0 (0) and
GXP450 (97 ‘P) = GXP450 (9)

However, if we study the ¢ variation of the current distribution factor j(6,¢) we will find
that it is negligible for I < A/2, in particular near # = 0° and 6 = 180°. Thus, we may often
omit it. This is clear from Fig. 5.5 which shows the relative power in the first order BOR,
mode compared to the total radiated power as a function of the length of the dipole*. Also,
if the half-wave dipole is used to excite complex rotationally symmetric structures, the effect
of the higher order p-modes in the resultant pattern will almost always be negligible, so that
the resulting antenna will be a BOR, type.

5.1.4 Directivity and radiation resistance of short dipole

When the dipole is much shorter than a half wavelength (I <« A\/2), the current distribution
in (5.4) becomes triangular. That is,

) = (1 -2 for |I'] < (1/2) . (5.17)

Thus, the radiation integral in (5.7) becomes

1/2
G0k #) %/ (1 —2|/0ydl' =1 — (2/1)(1/2)* = 1/2 . (5.18)

—1/2

This result can also be obtained by expanding (5.8) for small I. The far-field function becomes

Ga(8) = I, (/2)Chll - (- )3 . (5.19)
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Zrad = rad +jXrad

Figure 5.6: Short dipole (left) and its equivalent circuit on reception (right).

This is the same as that of an incremental electric current of length /2. The reason for the
discrepancy in the lengths is that the current distribution is constant along the incremental
electric current and triangular along the present short dipole. To find the directivity, let
us now solve the power integral P as defined in Section 2.3.8. The power integral must be
the same for all orientations of the dipole, so we choose 1 = z as this gives a rotationally
symmetric beam which is simpler to integrate. Then, we obtain

27
8
pP= / / [Gial? sin 6d0dp = |Cnl, 1/2" 5 i (5.20)
by using that
"3 "o 29 ! 3 T4
sin®0df = [ (sinf — cos®Osinf)dfd = |—cosh + —cos” 0| = - .
0 0 3 0 3
From this, the directivity becomes
47T|G1d| 47T‘Ck’l7.[ 1/2‘2 3 . .
D max — — (i.e., 1.76dBi) . 5.21
0 P |Ck7’]]0l/2|28§r 2 (le 1) ( )

The total radiated power can also be expressed as Pra = P/(21) = (1/2)|1,|? Rraa, Where Ryaq
is the radiation resistance?. This relation can be used to calculate Riaq, as we know P as a
function of I, from (5.20). We have (by using also that n ~ 377Q ~ 1207 Q)

2Poa 2w [ 1\° o (1)
R..q = =n— [ — ~ 20 — | Q. 5.22
CTOLE T3 (%) T\ (5:22)

We see that the radiation resistance is very small. When | = 0.01\ we get Raa = 0.02€,
and when [ = 0.1\ we have R,.qa = 29Q. Coaxial cables have characteristic impedances of
50Q or 759, so we understand that a short dipole will have very low radiation efficiency
if it is fed by a coaxial cable. The short dipole has also a large reactance, which will be
studied in Sectioin 5.1.7. The reactance is negative, which means that the short dipole is
capacitive.

5.1.5 Equivalent circuit and maximum effective aperture of short
dipole

The relation between the maximum effective aperture of a receiving antenna and the direc-
tivity when the antenna is transmitting was introduced in Section 2.5.2. This relation is

4 See Section 2.6.1.
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general and can be derived by using the reciprocity relations in Section 4.5.2. We study it for
a short dipole by using the formulas in the previous Subsection, as follows. The maximum
effective area Aem is defined by

A P, Power delivered to conjugate matched load
R A Power density of incident wave '

(5.23)

The maximum power is delivered to the load when the load impedance Z, is conjugate
matched to the dipole impedance Z,.q, i.e., when

ZL = Z;ad = Rrad - jXrad (524)

all according to Section 2.6.1. The power delivered to the load is
1 2
P, = iRL|IL| . (5.25)

The current in the load can be calculated from the equivalent circuit in Fig. 5.6. Due to the
conjugate match we find it to be
Via
I, = .
2}zrad

In Fig. 5.6 Viq is seen to be the induced voltage over the port of the short dipole when the
load is removed. We now use (2.129) to express Viq in terms of the amplitude E. of the
incoming plane wave. The far-field function in (5.19) has the maximum nl,(1/2)Cy in the
direction normal to 1, with Cj, = —jk/4r. The latter together with (2.129) yield

(5.26)

Via = =2jA(1/2)Cr B = —Exo(1/2)

where we have assumed that Ee = Eosol.

Alternatively, by using the reaction integral in (4.82), we can also express Vi in terms of
Eo as follows. Study the four cases (a) to (d) in Fig. 5.7. Assume that there is an antenna
with a source I, somewhere in infinity which produces a plane wave with E-field amplitude
E at the location of the dipole (case (a)). This plane wave causes a voltage Via over the
input terminals of the dipole. If we instead excite the dipole with the current source I, and
we measure the voltage Vo over the terminals of the antenna at infinity (case (b)), from
reciprocity we have®

~Vigl, = —Violos . (5.27)

In cases (¢) and (d) we have replaced the metal dipole arms by their line current J,(1). J;(l)
has the value I, at the center, so cases (b) and (c¢) produce the same field at infinity and
hence the same voltage Vo at the terminal there. Therefore, the reaction between J;(I) and
E. must be equal to the reaction between I and V., i.e.,

1/2
/ (Boo - J,(I))dl' = —Vio Lo . (5.28)
—1/2
By combining (5.27) and (5.28) we obtain the following expression for Vi

1l 1/2
Vig = -+ / (B TN = — [ Baji(U)dl! = —Ecl)2 . (5.29)
Io —1/2 —1/2
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Figure 5.7: Tllustration of the reciprocity relations in (5.27) and (5.28).

The latter two expressions in (5.29) are obtained by using (5.17) and aligning 1 with Es.
The result in (5.29) is similar to what we obtained by using (2.129) directly.

The power density of the incoming wave is
1 2
Wi = —|Ex|” . (5.30)
2n

Finally, by inserting (5.25), (5.26) and (5.30) into (5.23) we arrive at:

_SRILP _ [Bsl/2P2y _ Py (12A2> _ 3

= - Sz 5.31
W, 8Riad|Exc? 16 \2mmi2) — 8 (5:31)

Aem

3

Therefore, the short dipole has an effective aperture of

Ao = 32011922 . (5.32)
8

5 See Section 4.5.3.
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Recalling the directivity D, = 3/2, we see the following general relation holds:

)\2

Acmzi ;
40

(5.33)

which was introduced in Section 2.5.2.

5.1.6 Directivity and radiation resistance of half-wave dipole

Let us now consider the half-wave dipole. The power integral is most easily evaluated when
the dipole is oriented vertically, in the same way as we chose for the short dipole. Then,

Py, =21 / |G 4(0)]? sin 6d6 . (5.34)
0

This integral has an analytic solution, but this is so complicated that it does not have any
advantage over a numerical solution, which is easily evaluated. The result gives the following
directivity when [ = \/2:

D, = (471|G |2 ax)/Pap = 1.643  (i.e., 2.16dBi) , (5.35)

where |G |%.x = |Ga(7/2)|?. Thus, the directivity of the half-wave dipole is 0.4 dB larger than
that of the short dipole.

We can now find the radiation resistance Rap as follows. The total radiated power Prag =
Pap/(2n) according to (2.65). Using (5.35), we can write
Pdp :47T|Gd|r2nax/D0 ) |Gd|r2nax = ‘Cknlo2/k|2 ’
which was achieved, by setting § = n/2 in Eq. (5.10). The power dissipated in the radiation
resistance is
Pag = (1/2)de|'[0|2 :
Therefore,
2
Ui
= ~T73Q. 5.36
b (5.36)

- 2Prad Pdp 47 2

R = = = — C—
® TR T L Do"”“k

This is a good number as it is close to the characteristic impedances of commercial coaxial
cables which are 50 or 75. Therefore, the half-wave dipole can easily be matched to the
feed cable with high radiation efficiency. The complete radiation impedance including the
reactance will be found in the next subsection.

The half-wave dipole has approximately a sinusoidal current distribution independent of how
it is excited and where in a structure it is located®. This is not true for dipoles of longer
lengths, which have almost sinusoidal distribution only when they are excited by a narrow
feed gap at the center and radiate in free space. However, even if the current distribution of
a half-wave dipole is unchanged by a surrounding structure, its impedance will change due
to the coupling.

6 This was discussed in Section 5.1.2 on page 170.
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Figure 5.8: Development of the impedance calculation model for an electric dipole (upper) and its
cross-section in the feed gap (lower).

5.1.7 Self-impedance of electric dipole

We will now use the Method of Moments and the reciprocity theorem to develop the classical
formula for the full complex radiation impedance also called self-impedance of a dipole. The
explanation will follow cases (a)-(d) in Fig. 5.8. We consider first the physical dipole in case
(a), consisting of two metal (PEC) cylinders with a feed gap § between them, and with an
ideal current source I, in the feed gap connected to the centers of the cylinders. The current
source produces an electric field E, over the feed gap, and it is clear that the self-impedance
will be given as

Za=Vy /1, , (5.37)
where V, = —E,§ is the voltage induced over the feed gap.

In order to find the relation between E, and I, we need to introduce an electromagnetic
analysis model. We do this by using the PEC equivalent to remove the feed gap and replace
the field E, by a magnetic ring-shaped so-called frill current (case (b))

M, = —E,zx p=—E, for —6/2<z<03/2. (5.38)

Further, we use the physical equivalent to replace the metal cylinder by an induced electric
surface current distribution J(z,¢) (case (c)). Next, we use the thin wire approximation.
This means that we assume that J(z,¢) is rotationally symmetric and can be replaced by

an axial line current J;(z) = 2raJ(z,¢) = I,51(2")2 (case (d)). The current distribution J;(z)
is unknown, but can be determined by applying the boundary condition that the total field
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must be zero at the surface of the cylinder, i.e.,
VoEm(ra) + IoEj(ra) =0, (5.39)

for —1/2 < z < 1/2 where E,,(ro) = E,,(rs)/V, is the field in free space at r, = ap + 2z due
to a normalized magnetic current m = M, /V, = —p/5. And, E;(r,) is the field in free space
due to the normalized current distribution j;(2)z = J;/I,. Eq. (5.39) defines also an integral
equation for determining j;(z). For thin dipoles shorter than I =~ A\/2 we already know that
the solution is quite accurately given by (5.3). Let us therefore continue by assuming (5.3)
for j;(2), corresponding to solving the integral equation by using the Method of Moments
with one basis function. The solution will give us the desired relation between I, and E,. We
do this by using Galerkin’s method, i.e., by satisfying the boundary condition in weighted
average over the interval (—1/2,1/2) by using the basis function j;(z) also as weighting function.
Doing this, we get

1/2 /2
v, E..(rq) - ji(2)2dz + 1, / E;(r,) - ji(2)zdz =0 . (5.40)
—1/2 —1/2
We recognize the former of these two integrals as the reaction between the fields E,, (due to
m = —¢/d) and the source ji(z)z. This reaction must according to reciprocity’ be equal to
the reaction between the H-field H; (due to 5(2)z) and the source m = —¢/9, i.e.,
(B (1), 51(2)z) = (H;,m) . (5.41)

We can find H; as follows. Consider the actual current distribution j(z,¢) = ji(2)/(27a) at
the circumference of the dipole corresponding to j;(2)z along its center. The H-field at the
surface and the current density are related by j(z,¢)z = p x H; (from Eq. (4.14)) where p is
the radial unit vector normal to the cylindrical surface of the dipole. This gives H; = ¢/(27a)
at z = 0. Furthermore, m = —(1/8)¢, so the right side of (5.41) becomes

6/2 27
(H,,m) = 7/ H, madpdz=1. (5.42)
-s/2Jo

We finally obtain from (5.40) the expression for the self-impedance in free space

Vv /2
za=Ye - _/ E;(r,) - ji(2)adz | (5.43)
0 —1/2

This expression corresponds to calculating Z,; by using the voltage

1/2

Vo= [ Byfen)die)ad:
—1/2

which in classical text books is referred to as the voltage calculated by “electromagnetic force”.

What we have done is to derive the electromagnetic force expression by using a modern

Method of Moments argumentation. We can also express (5.43) by using the definition of

the reaction integral in the following way:

1
N

o]

Zq <IoEj<ra)’Iojl(Z)i> .

7 Use the third reciprocity relation in Section 4.5.2 on page 146.
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This expression is seen to be equal to the self-reaction of a current cylinder normalized to
the square of the total current I, = J;(0) -z passing through the feed gap location. The above
derivation is general and valid also for other feed gap locations. Therefore, the self-impedance
of a dipole fed at center at z = zgap is

12 s
Zq = _I ;] <EJ (ra)7]l(z)z> ) (544)
Zgap
where I._,, = I,ji(zgap) is the value of the total current passing through the feed gap. E;(r.)

are in all these equations the field due to the axial normalized current j;(2") evaluated at the
surface r, = ap + 2z of the dipole arms, i.e.,

1/2 o 1
Ej(r) = Ci [ i()aC,, — (mi(z) RIRC,, | e ¥, (5.45)
—1/2
with R = |ro — /| = \/a? + (z — /)2, and R = (ap + (z — 2')2)/R. Recall that C; and the near

field functions C, and C,, are given in Section 4.2.1.

These self-impedance expressions are in principle also valid for infinitely thin dipoles. How-
ever, they cannot be evaluated for the foregoing case due to the severe singularities of C,
and C,, at a = 0. These singularities are called source point singularities. We could also
have written down the expressions in (5.43) and (5.44) more or less directly by using the
general expressions for the self-impedance of current distributions in Section 4.5.4. See also
the next subsection.

5.1.8 Impedance of cylindrical and flat electric dipoles

The easiest way to evaluate the impedance formula in (5.44) is not to use (5.45), but rather the
near-field algorithm described in Section 4.7.1. The results of such evaluations are presented
in Fig. 5.9*. We have used a segment length of I, = 0.005X. The derivations in the previous
subsection can also be used to find the self-impedance of an electric strip dipole with a feed
gap. In the same way this becomes the self-reaction of the assumed current distribution
normalized to the square of the total current passing through the location of the feed gap. In
this case we can evaluate the impedance by using the near-field algorithm in Section 4.7.2.
Such results are presented in Fig. 5.9 as well*. In this case we have used a segment length of
1 = 0.0025\.

The results are discussed below:

1. The real and imaginary parts (R and X, respectively) of the impedance Z of electric
dipoles are presented in Fig. 5.9b. The resistance R increases with length (over the
range shown). The values are not at all sensitive to thickness and whether the arms
are cylindrical or flat, at least as long as the thickness (or width) is small compared to
the length. This is understandable by comparing with the results in Subsection 5.1.6
where we evaluated the radiation resistance from the radiation field, which does not
depend on the cross-sectional shape of the dipole arms, as long as the diameter is small.
On the other hand, the reactance X is seen to depend strongly on the thickness and
cross-sectional shape. The same dependencies are also present in the numerical models
used. The resistance converges easily and fast, whereas the reactance is very sensitive
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Reflection coefficient, referred to 50€2, (b) Resistance R and reactance X, (c¢) Conductance G and
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to the approximations used in the evaluation of the near-field. The resonance frequency
is the frequency for which X = 0. This reduces when the thickness or width increases,
in agreement with the discussions in Subsection 5.1.2.

2. The reflection coefficient in terms of a line impedance of 50 is shown in Fig. 5.9a. We
see that dipoles can be reasonably well matched to 502, even if the dipole resistance
normally is considered to be 73Q. The reason is that resonance normally appears when
the dipole is shorter, and then the resistance is smaller than when it is half wavelength
long. The reflection coefficient is normally presented relative to 50 because this is a
standard cable impedance. We also see that the bandwidth of a half-wave dipole seems
to increase when the thickness increases. Note that the curves present variations with
1/2 for fixed a/X. This is not really the same as relative variations with frequency for
a given dipole with fixed thickness. However, the impedance varies slowly with a/\, so
therefore the curves indicate actual bandwidths.

3. The real (conductivity G) and imaginary (susceptance B) parts of the admittance
Y =1/Z are shown in Fig. 5.9c for a selected arm thickness. The values are normalized
to 50 Q = 0.02 Siemens. We see that the admittance has a typical resonant behavior with
a peaked real part G at the point where the imaginary part B is zero.

We can draw the following general conclusion from the above discussions: A resonant antenna
which is excited at a current maximum has an input resistance which is not sensitive to
variations in the geometry and the analysis model, whereas the reactance is very sensitive to
both such variations. The input admittance shows a typical resonant behavior characterized
by a conductance peak at the resonance frequency where the susceptance is zero.

Resonant slot antennas are excited at a voltage maximum and therefore behave in an opposite
way, see page 197.

5.1.9 Dipole at arbitrary location

The far-field function in Section 5.1.3 was derived for the case that the dipole had its center
in the origin of the coordinate system. We will now find the far-field function when the
dipole is moved to a new location r, (see Fig. 5.10). Then, the coordinates of the source are
described by

. l l
r'('y=r,+1 for — 3 < I'< 3 (5.46)
We again use (4.54) for this source, where now
v t=r, F+111, (5.47)

with r, - & being constant, independent of I’. This means that a factor e’**o* can be taken
outside the integral sign in (4.54), and the remaining integrand is the same as for the dipole

located in the origin. Therefore, we may write the far-field function by using (5.5) as
Ga(k,I,,1,1,x,,t) = CpnI, 1 — (1- £)#]j(k1- £)e/Fo T (5.48)

where all the parameters have been defined before and j(kl-#) is the same radiation integral as
n (5.8). Compare this change of location of the dipole with the change of the phase reference
point in Section 2.3.4. Note that moving the source and moving the phase reference point
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Figure 5.10: Electric dipole at arbitrary location r, (left), and dipole above ground with its image
(right).

are opposite actions. The phase reference point of the far-field function in (5.48) is still the
origin of the coordinate system. Expression (5.48) is very general as the dipole can have any
location r, and orientation [, so it is well suited for programming. All the vectors can be
programmed in rectangular coordinates.

Several dipoles with different orientations and locations in the same coordinate system can be
superimposed as follows. If the far-field function of each of them is calculated by (5.48), they
will have the same phase reference point (the origin). Therefore, the total far-field function
is obtained by simply adding the contributions of each one.

5.1.10 Arbitrary dipole above ground

Dipole antennas are often located above an electric conducting plate which is commonly
referred to as the ground plane. In consequence, the radiation field is directed into half-space
becoming a unidirectional radiation pattern. We will here use the image theory® to calculate
the radiation field. This means that we will neglect the finite size of the ground plane. The
ground plane is assumed to coincide with the xy-plane with normal f = 2.

We assume that the electric dipole with far-field function given by (5.48) is located at a point
rq = hz, i.e., a height h above the ground (see Fig. 5.10). Then, the coordinates of the dipole
is described by r'(I') = h#+ I'l, and its far-field function is obtained from (5.48) to be

Ga(k,I,,1,1, hz, #) = CpnI, 1 — (1- #)8]j (k1 - £)e/*h2T (5.49)
The location of the image dipole is described by (4.101) and (5.46), giving
Timg (1) = '(') = 2[r'(!') - A

e (5.50)
=hz+11-2rz-2U'(1-2)2 = (—h2) + U'ling ,

8 The image theory can be found in Section 4.6 on page 150.
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with . R .
Limg =1-2(1-2)z . (5.51)

From (4.102) and (5.4) the image current distribution becomes
Timg = —[J = 2(3 - 2)2) = =1, j(I")linsg - (5.52)
Therefore, the far-field function of the image dipole is obtained from (5.48) as
Gal(k, Io,l,llmg,—hz,f‘) ,
and the total far-field function of the dipole above ground plane becomes

Gu(t) =G (k‘,IO,l,l hz,t) + Gg(k, IO,Z,llmg, —hz,t) . (5.53)
Note that Gag(f) is a valid field solution only above the ground plane. Under the ground
plane Gag(f) = 0. It is clear that G4g () can be easily computed by using a general subroutine
for Ga(k,I,,1,1,r,,#). The above approach is very general and can be extended to other type
of antennas above the ground.

We will now restrict ourselves to vertical and horizontal dipoles in order to get simple ana-
lytical expressions. This helps us to gain some physical insight into how the ground plane
affects the far-field function.

5.1.11 Vertical dipole above ground

The vertical dipole above the ground is shown to the left in Fig. 5.11. Then, we have

Using these in combination with (5.48) and (5.52), we obtain:
Gap () = —Cynl, sin 0 (k- - 2)[e?Fhcos0 4 gmikhcost)g (5.54)

It is also possible to set up (5.54) directly from a study of Fig. 5.10°. For the half-wave
dipole, by combining the two exponential terms within the brackets and using (5.9), we
achieve:

Gyap(t) = —Cinl, % {cos (7 cos 9) / sin 9} 2 cos(kh cos 0)6 (5.55)

for 6 < 90°. We see that the far-field function is given as a product of the far-field function
of the vertical half-wave dipole in free space multiplied with a ground plane factor which
is 2cos(klcosf). It is important to be aware that this ground plane factor is different for
different orientations of the dipole. Also note that in more complicated antennas the far-field
function cannot be factorized in this way. We can only define special ground plane factors
when the source and its image has the same or opposite orientations. The source also needs
to have a far-field function which is symmetric or antisymmetric around the plane defined by
0 = /2, where the direction 6§ = 0 is normal to the ground plane. These two conditions are
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Figure 5.11: Vertical (left) and horizontal (right) dipoles above ground.

very seldom satisfied for other antennas than dipoles. Note that (5.55) is valid in the source
region 0° < 0 < 90°. In the null-field region below the ground plane Gyap(t) = 0.

The directivity and radiation resistance can be determined in the same way as for the isolated
dipole. This is most easily done by numerical evaluation of the integrals. It is also possible to
use an approach in which the mutual coupling to the image is evaluated. We can get simple
analytical results by studying a short dipole over the ground. Then, the far-field function is

Gap(t) = —Cinl,(1/2)(sin 8)2 cos(kh cos 6)6 . (5.56)

The power integral for the incremental dipole becomes

w/2
P =2r / |Gvap (F)|? sin 6d6
0 oo (5.57)
= 87|Crnl, (1/2)* + / cos?(kh cos 6) sin® 0d6 .
0

The latter integral can be evaluated analytically by substituting « = cos and du = — sin 6d#,
and reducing it to some known integrals. The result gives the following directivity

o [1  cos(2kh) = sin(2kh) -t
D°2[3 @k (2kh)3] ’ (5:58)

and radiation resistance

B I\°[1 cos(2kh)  sin(2kh)
Rrad_Qﬂ-n (2>\) [3_ (2k‘h)2 + (2kh)3:| . (559)

The radiation pattern of the short dipole above the ground is shown in Fig. 5.12*, and the
radiation resistance and directivity in Fig. 5.13*. We see that the radiation pattern has

9 Tt is recommended to do this as an exercise.
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Figure 5.12: *Radiation patterns of a vertical short electric dipole for different heights above an
infinite PEC plane. (a) and (b) E-plane pattern for different heights. (c) 3D plots for different
heights.

several lobes when h > 0.375\ due to the ground plane factor. The directivity is seen to be
3dB larger than for a short dipole in free space when h = 0. The reason for this is evident
from the formulas in the next section, as a short dipole has a radiation pattern which does
not depend on its length. The directivity is 6dB larger than that of a dipole in free space
when ~ > 0.5\. The reason for this is that when the dipole and its image is far away from each
other, the far-field function will double its amplitude in the main beam direction, whereas
the total radiated power is unaffected by the presence of the image dipole.

5.1.12 Vertical monopole

The far-field function of the vertical monopole has to be the same as that of a vertical dipole
of the double length because the total current distribution of the monopole plus its image is
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Figure 5.13: *Directivity and radiation resistance of a vertical short electric dipole as a function of
its height above an infinite PEC plane. The length of the dipole is [ = A/50.

the same as for the dipole. Therefore,

. [—CunI, sin0j(kt - 2)0 for 6 < 7/2
Gun(F) = { 0 for 6 > /2 ° (5.60)
The power integral becomes
/2 1
Poon = 27r/ (G (0)]2 sin 00 = 5 Py, (5.61)
0

which is half that of the half-wave dipole in (5.34). Therefore, the radiation resistance of the
monopole is

1
Rmon = §de 3 (562)

where Rq, is the impedance of the half-wave dipole given in (5.36).

5.1.13 Horizontal dipole above ground

The horizontal dipole above the ground is shown to the right in Fig. 5.11. Then we have

g =1=y, 1.t =y #=sinfsing,

and ¥ — (¥ - )i = cos 0 sin B + cos o .
Using these and together with (5.48) and (5.52), we get
Ghrap(t) = Crnl, j(KL- #)(cos 0 sin 08 + cos o) (el eosd _ gmikhcosty (5.63)
Finally by combining the two exponential terms within the brackets, we get

Ghap(T) = Cxnl, (cos O sin ©0 + cos p@)j (k1 - #)2j sin(kh cos 6) . (5.64)
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Figure 5.14: *Radiation patterns of horizontal short electric dipole for different heights above an
infinite PEC plane. (a) and (b) E-plane (¢ = 90°) patterns. (¢) Co- and cross-polar patterns for
h = 0.25).

We see that the ground plane factor is very different from that of a vertical dipole. Similarly
for a short dipole we attain

Ghap(T) = Cxnl, (1/2)(cos 8 sin ©0 + cos pP)2j sin(kh cos f) . (5.65)

The pattern of the latter is plotted in Fig. 5.14 for different heights above the ground*. We
see that the pattern have several lobes when h > 0.5\. The radiation resistance and the
directivity in the vertical 6 = 0° direction are calculated by numerical integration and shown
in Fig. 5.15*. We see that the radiation resistance is zero when h = 0. This corresponds
to a short-circuited feed gap. When h = )\/4 the resistance is close to that in free space,
and it oscillates around this and approaches it asymptotically when h increases further. The
directive gain for § = 0° oscillates between minus infinity and 7.8 dB, depending on whether
the dipole and its image interfere destructively or constructively in the § = 0° direction. 7.8dB
is four times (i.e., 6dB) more than the directivity of the short dipole in free space.

We have also evaluated the impedance of a horizontal half-wave dipole over the ground by
using the self-reaction formula in (5.44), imaging, and the near-field algorithm. The resulting



189 CHAPTER 5. SMALL WIRE AND SLOT ANTENNAS

10 ||||I||||.||||I||||.||||I||||.||||I||||.||||I||||
8§ Directivity |n vertical diréction (dBi) %
0 Y A E
4—§ "*j"Radiation résistance (x i20 Ohms)- E—
e Y 1 1 e 3
0-|||||||||i|||||||||i|||||||||i|||||||||i|||||||||-
0 1 2 3 4 5

Height (A)

Figure 5.15: *Radiation resistance and directive gain (6 = 0°) of a horizontal short electric dipole
at height h above an infinite PEC plane.

reflection coefficients with respect to 502 are shown in Fig. 5.16 for different thicknesses and
heights*. We see that an electric dipole easily can be matched to 509 by tuning its length

and height. The impedances and admittances show similar characteristics as for a dipole in

free space'C.

5.2 Electric loop antenna as vertical magnetic dipole

The loop antenna is a circular metal ring fed by a coaxial cable and a balun at some point
along the ring. When the circumference is much smaller than A we may assume that the
current is constant around the ring. In addition if we use the thin wire approximation we
can express the ring current as (see Fig. 5.17)

Ji(e)=1,¢ forv' = ap'(¢), 0< ¢ < 2m, (5.66)

where a is the ring radius, ¢’ is the unit vector in ¢’-direction, and p’ is the radial unit
vector in the xy-plane, i.e.,

P (@) =cos 'k +sing'y . (5.67)
Now we can use the far-field radiation integral (4.54) with r’ - # = ap’ - £, and we get
1 . R .
B=—c "G, (), G =1, (L b, (5.68)

2m
o (5.69)
= Cynl, / (cos @'y — sin@'%) e P Tady |
0

10 See Subsection 5.1.8.



5.3. HELICAL ANTENNAS 190

. 0 - L1 1.1 I L1 1.1 I L1 1.1 I L1 1.1 I L1 1.1 I L1 1.1 -
m T N S a
A=) 3 3
5 3 g
5 -103 =
b= 3 1 | E
5] = ! | -
3 E ---- 'a=0.0A h=0.25 [
S 204 - - 'a=0.08 h=0.2' F
8 3 — —'a=0.03 h=0.25" [
= E — 'a=0.08 h=0.30
& ] | | F

-30 - =

LI I LI I LI I L I LI I LI
0.30 0.35 0.40 0.45 0.50 0.55 0.60
Length of dipole (A)

Figure 5.16: *Reflection coefficient of horizontal electric dipole above the ground as a function of

dipole length [ for different heights h over the ground. The feed line has an impedance of 50 (2.
Segment length in near-field evaluation is 0.005\.

where we have expressed ¢’ in terms of ¢’ dependent functions and constant vectors, by
using @' = cos 'y’ —sin'x’. When ka < 1 we can expand the phase factor in the integrand
according to e’*?'* ~ 1 + jkap' - £ and get

27
I, =Cknl, / [(cos ' + jkap’ - tcos )y — (sing’ + jkap' - tsin ' )xX|ady’ . (5.70)
0

The whole problem has rotational symmetry of type BOR,, so we may limit the observation
point to the xz-plane, in which case t = cos 0z +sin 0% and ap’ -t = asinfcos¢’. Then,

2m 27
I, = Cynl, jka®sin 6 [/ cos? @'dy'y — / sin ¢’ cos @' dyp’'x
0 0

= Cynl,jkma® sin 0y .

(5.71)

For an arbitrary (-plane and for symmetry reasons, we must get the same answer with y
replaced by the unit vector ¢ normal to the ¢-plane. Therefore, we have

G, (¥) = Cpnl, jkra®sin 0 . (5.72)

We see that the loop antenna has the same far-field function as a magnetic dipole with
magnetic moment M, if
Ml = jnl kA , (5.73)

where A = wa? is the area of the loop.

5.3 Helical antennas

A helical antenna consists of a spiral shaped wire with a certain number of turns. The
center line of a right-hand turned helical wire can be described by the coordinate vector (see
Fig. 5.18)

r'(¢") = ap(¢') + (S¢' /272 for 0 < ¢’ < N2m | (5.74)
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electric current model of one single loop (right).

where ¢ is the radius of the helix, S is the spacing between each turn, and N is the total
number of turns. The current distribution along the wire depends strongly on a, S and the
total wire length. Thus, it is not possible to find an approximate current distribution which
is acceptable enough for analytical work. Therefore, helical antennas are best designed by
using previously published empirical data based on a series of measurements, or by computer
simulations using codes for wire antennas based on the Method of Moments.

However, the following two current distributions on one single loop can be used to describe
the two basic modes of operation of the helical antenna, the normal mode and the axial mode.
They are

J)=1¢", when L, < A, (5.75)

J()=1,e7% ¢, when L, ~ )\, (5.76)
respectively, where L, is the length of one turn given by

L, =+/(27a)? + 52 .

1

The former case corresponds to the case studied in the previous subsection, which gives the
same radiation field as a vertical magnetic dipole, except that here we also need to consider
the ground plane. This is left to the reader as an exercise. We will therefore find the far-field
function of the latter case. This case corresponds to a travelling wave around the loop, which
can be realized if the circumference L, of a single ring is approximately equal to A which
gives resonance.
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circumference.

In the same way as in the previous subsection the radiation integral becomes

I, = Cynl, / % eI eIk T ady (5.77)
0
By introducing ¢’ = cos ¢’y — sin¢’%x, and p’ - ¥ = sinf cos(p’ — ¢), we obtain
I, =Cknl, /%[cos Qe Iy —sin eI g|eIhasindcos(e =) g (5.78)
0
If we substitute
cos @' = %(ej“’/ +e ¢ and sing’ = Qij(ej“"/ — eI (5.79)

and use the Bessel function integral representations presented in Appendix E, we achieve

I, = Cynl,malJ,(kasin0)(y + jX) — e 92?J, (kasin 0)(y — jX)] , (5.80)

where J, and J, are the Bessel functions of zeroth and second order, respectively. As .J,(0) =0
and J,(0) = 1 is the maximum of J,, the polarization in (5.80) is clearly recognized as RHC
along the positive z-axis and LHC along the negative. This LHC wave will by reflection
from a ground plane also become RHC. Thus, a loop on a ground plane with a propagating
wave on it gives a circularly polarized wave when the circumference is about one wavelength.
Therefore, the helical antenna will radiate circular polarization when L, ~ .

The helical antenna is most often located on a small metal disk which acts as a ground plane.
The cross-polarization and far-out sidelobes will be less and the symmetry of the main lobe
will be better if the ground plane is corrugated with circular grooves [4]. It is also possible
to improve the performance by tapering the diameter of the helix to zero at its radiating
end.

We have evaluated the co- and cross-polar component of (5.80)*. They are presented in
Fig. 5.19. The cross-polar sidelobes would be less if we were able to reduce the diameter of
the loop and still keep it resonant.
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Figure 5.20: Examples of different radiating slots in waveguides.

5.4 Slot antennas

Metal boxes are often used to shield electronic equipment in order to avoid radiation of signals
(emission), which may disturb other equipments, or reception (susceptibility) of interfering
signals from other equipments. Today there exist strong requirements on both emission and
susceptibility of electronic equipment in order to ensure electromagnetic compatibility (EMC).
Antenna measurement chambers are also often shielded for the same reasons. It is well known
that narrow apertures in shields'!' cause electromagnetic coupling between the inner and outer
sides. Therefore, all kind of slots or openings in shields must be avoided.

Slots are also commonly in use as desirable antennas, because they are cheap and accurate
to manufacture. In such cases they are almost always fed by waveguides. Indeed, the feed
waveguide has often several slots forming a linear array!?. There may also be several slotted
feed waveguides side by side making up a complete two-dimensional array antenna. The slots
can be located differently depending on the application (Fig. 5.20). The radiation pattern
of a single slot will be derived in the next subsection. The excitation of the slot from the
waveguide is rather laborious to include in the analysis, but it can be done very accurately
due to the clean geometry. We will limit the analysis to three simple and illustrative cases:
a slot excited by a voltage source at its center, a slot excited by a plane incident wave, and a
slot excited by the open end of a rectangular waveguide with the same dimensions as the slot.
Finally, the excitation of more complicated slots is discussed without detailed analysis.

5.4.1 Field distribution and radiation pattern

We consider a slot of width w and length [ in an infinite PEC ground plane. If the ground
plane has a finite wall thickness, the slot resembles a short rectangular waveguide. Then, we
know that the field inside the slot region can be expressed as a sum of rectangular waveguide
modes. If the slot is narrow with w < X and with [ =~ A\/2, the basic TE;; mode dominates.
The higher order modes will be strongly evanescent and cannot propagate through the slot. It
is therefore reasonable to approximate the E-field distribution over the slot by the TE;o mode
of the rectangular waveguide. Thus, for an z-directed slot with the origin of the coordinate
system in the center of the slot, the slot field becomes

Eqi(2',y') = E, cos (?m’) v, (5.81)

11 Such as slots around a removable side of a box, or around the door of a chamber.
12 See Fig. 10.3, “Examples of resonant, travelling wave and leaky wave linear waveguide slot antenna

”

arrays.,” on page 333.
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Figure 5.21: E-field distribution in slot (left) in PEC and its equivalent magnetic current (center)
in PEC without slot. After imaging the PEC ground plane is removed (right).

for |z'| < 1/2 and |y'| < w/2. This slot field distribution has shown to be a very good
approximation even when the wall is infinitely thin. It is also hardly affected by the type of
excitation and by the form and shape of the ground plane, provided w <« XA and I < X/2. We
can find the radiation pattern of the slot in the ground plane by using equivalent magnetic
sources, as illustrated in Fig. 5.21. We consider the region z > 0, replace the E-field at the
boundary z = 0 by equivalent magnetic currents M = E;m = Eq; X 2 = E, cos(mx’ /)%, and
close the hole in the PEC!3. This new equivalent field problem consists of E,m on a PEC
ground plane with no slot. Therefore, we can now remove the ground plane by imaging. As
a result, we can calculate the radiation field in the source region z > 0 as the field radiated
by a magnetic current E,2m is radiating in free space. We must remember that the solution
for 2 < 0 is zero (null-field region)!4. The radiated E-field is now obtained by using (4.50)
and (4.52) to be

1 . -
E(r) = ;e’ﬂ"GSlt(f) : Gyt (2) = 2E,0Gimg (B)M (kX - £) , (5.82)
where Gimg = Cp(x X 1), (5.83)
- t/2 e
M(kx-t) = / cos(ma’ J1)eI* X dy! | (5.84)
—1/2
with the incremental source constant Cy = —jk/4r as before. In order to obtain the above

form, we have assumed that w < A so that the y/-integral from —w/2 to w/2 could be replaced
by a multiplication by w. We have also moved the constants E, and w outside the radiation
integral.

The result is that the far-field function of the slot is a product of three factors:
1. the factor 2wE, which is twice the voltage V, = E,w over the center of the slot,

2. the far-field function Gimg of a unit incremental z-directed magnetic current source,
and

13 Note that here we have introduced a normalized magnetic current m representing the magnetic current
distribution when E, = 1.
1 See “Imaging” in Section 4.6 on page 150.
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Figure 5.22: Radiation patterns of half-wave slot in ground plane. (a) E- and H-plane. (b) Co- and
cross-polar contour plots.

3. the Fourier transform M (kx-t) of the magnetic current distribution M (z') = cos(m’/1).
The latter is recognized as a Fourier transform by substituting k, = kX - #.

The above factorization corresponds to that of wire antennas and applies to all straight
slots in flat ground planes. When | = )\/2, the magnetic current distribution is exactly
the same as the electric current distribution of an electric half-wave dipole. The reason is
cos(wz’ /1) = sin(k((1/2) — |«'|)) when [ = \/2. Therefore, by using # - % = sin @ cos p,

M (ki - %) = % cos <g sin 6 cos np) /[1 — (sin @ cos p)?] . (5.85)
For this slot the zz-plane is the H-plane, and the yz-plane is the E-plane. The radiation
patterns are shown in Fig. 5.22. In E-plane ¢ = 90° and % x # = —8, so the pattern is uniform.
In H-plane ¢ = 0° and % x # = — cos f¢, so the pattern shape is given by —M (ki x %) cos 6. This
is slightly more directive than the incremental magnetic current. The patterns are similar
to those of the electric dipole except that the E- and H-planes are interchanged, the field
behind 6 = /2 is zero due to the ground plane (see Fig. 5.21), and that the first factor is
2E,w instead of nI,. The directivity of the half-wave slot is easily calculated in the same
way as for the half-wave dipole. The fields radiate only in the upper half-space, so the power

integral becomes
1 28,w\”
Py, = =P, . 5.86
slt 2 dp ( "7[0 ) ) ( )
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Figure 5.23: Cross-section of slot in infinite PEC plane excited by a voltage source (left), the
equivalent problem for z < 0 (center) and for z > 0 (right).)

where Py, is the power integral of the half-wave electric dipole. Therefore,

47| Gy |2 2. 47|G )2
= AmlGilay NCilmax _ 5986 (1., 5.17dB) , (5.87)
Py Pyp

D,

which is 3dB more directive than a half-wave dipole in free space.

5.4.2 Slot admittance when excited by voltage source

We will now find the radiation resistance (or rather conductance) when the slot is located in
a thin metal sheet with free space on both sides, being excited by a lumped voltage source
V, over its center. The impressed voltage creates a slot field which radiates equally into the
two half-spaces on both sides of the slot. The slot resembles two opposite sections of a slot
line shorted at = = +1/2. A standing wave is set up on the line such that the electric field in
the slot becomes approximately

Eg () = f% sin {k (é - |x'|)] /sin(kl/2)§ . (5.88)

This is equal to the field in Eq. (5.81) when I = A\/2, and does not give significantly different
results for other small lengths either.

The radiation field of this slot which radiates into both sides of the ground plane can be found
by treating each side in the way we treated one side in the previous subsection. This means
that the field in the region z > 0 is identical to that given before, and in the region z < 0 we get
a similar formula by going through the same derivation using M.« = V,m,<o = —Eq(2) X 2
instead of M = V,m = Eg; X 2, as the normal to the slot is directed along —2z on the rear side
(see Fig. 5.23). Now by comparison with (5.86) the power integral becomes

NN EAY
Pslt - Pdp (77[ > . (589)

0

From Praq = V,”/(2Ra:) the radiation resistance is found to be

Ve Vg
Rai = =To -
2Prad Ptot 4de

= 4870, (5.90)
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Figure 5.24: *Conductance G and susceptance B of voltage excited slot. The values are presented
relative to 0.002 Siemens, i.e., 500 2, by reference to Eq. (5.90).

where Rg, = 73Q is the radiation resistance of the electric dipole. We can calculate the
complete self-admittance by using the duality relation in (4.56) between the impedance and
admittance of electric and magnetic current distributions. Using this, and accounting for the
fact that our present magnetic current is excited by a voltage 2V, (and not V;), for the slot

admittance we obtain A
Yo = ;de ; (5.91)

where Zq, is the impedance of a strip dipole with the same electric current distribution as the
E-field distribution of the slot. At resonance, expression (5.91) yields Ry = 1?/(4Rap) which is
the same as (5.90). We have evaluated (5.91), and the result is presented in Fig. 5.24*.

If we had evaluated the slot admittance for different slot widths (which must be smaller than
the length), we would have seen the following!®: A resonant antenna which is excited at a
voltage mazximum has an input conductance which is not sensitive to variations in the geom-
etry and the analysis model, whereas the susceptance is very sensitive to both such variations.
The input impedance shows a typical resonant behavior characterized by a resistance peak at
the resonance frequency where the reactance is zero.

The complex radiation admittance can also be calculated by using self-reaction, which corre-
sponds to a Method of Moments approach with one basis function and the same test function.
We are now dealing with a voltage (or rather equivalent magnetic current) source, so we get
the admittance instead of the impedance by normalizing the reaction integral to the slot
voltage'®. The z > 0 and z < 0 problems give both the same admittance, and, these are in
parallel so that the total admittance seen at the terminal of the voltage source must be the
sum of them. i.e.,

1 1
}/slt = W<V:)Hm(x7y)7‘/om(xay)> + W<‘/()Hmm(xvy)avvc)mm(‘r7y)> . (592)
0 o

15 This is related to the corresponding conclusion for current excited antennas, see page 182.
16 According to Section 4.5.4 on page 149.
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Here, H,, and H,,,, are the H-fields in the slot calculated by using m for the z > 0 problem
and m" for the (2 < 0) problem, respectively. The former gives

1 ’LU/2 l/2 N . 1 .
H, - lc, / / PmC, — (2m-RRC, |~eMda/dy | (5.93)
n —w/2J—1)2 ! R

where Cx, Cy,, Cy,, R and R are defined in (4.34) and (4.41)-(4.42). The factor 2 in front
of m comes from imaging. The reaction integral must be evaluated numerically, and this is
complicated because the H-field is singular when z = x’ or y = y’. However, we can avoid these
problems by using the near-field algorithm in Section 4.7.2, for magnetic current sources. The
result will be the same as using (5.91) if the current distribution used to evaluate Zg, is the
same as the field distribution used to evaluate. Note that the two reaction integrals in (5.92)
are equal due to symmetry, so that we actually only need to evaluate one of them.

5.4.3 Slot excited by plane wave

We will now study the same slot as in the previous subsection, but when it is excited by
an incident plane wave. The main objective is to explain how to calculate the total power
transmitted through the slot. In this case we do not know the slot voltage, so we have to
determine it from the known amplitude F; of the incident wave. The equivalent problem
for z < 0 has now two sources, M™ = Eq; x (—2) and the plane wave E; = E;e**§. The
equivalent problem for z > 0 has one source M = Eg; x z. We can find the tangential E-field
in the slot by using the boundary condition that the z- and y-components of Hq; at z = 0
must be equal for both equivalent problems.

We consider first the equivalent problem of the z < 0 region. The incident wave is reflected
by the ground plane, so the total H-field at z = 0 due to the incident and reflected field
becomes

The total E-field is zero at z = 0. The H-field H,,,, due to the magnetic current M™ is given
by (5.93). The equivalent problem for z > 0 gives the H-field H,,. By investigating (5.93)
we find that H,, = —H,, at z = 0. Finally, applying the boundary condition, we get

[H; + Hy,, Jean = [Hy,Jtan - (5.95)

This represents an integral equation with the voltage V, of the slot as unknown. We can solve
this by using the Method of Moments with one basis function. We choose cos(rz’/l) both
as basis and weighting functions, i.e., Galerkin’s method. The cosine distribution is known
from (5.81) to represent a plausible approximation to the field. Then, (5.95) gives

Vy, = =(H;, cos(mz/1)X) /(Hyp, cos(rz/1)X) , (5.96)

1
2
where H,, now is normalized and given by (5.93). H; is the incident H-field at the PEC
calculated for the case that the slot is not present. The only part of (5.96) which depends
on the incident field is the numerator, which is

w/2 /2
(H;, cos(mx/D)X) = / H, - xcos(rz/l)dxdy . (5.97)
—w/2J-1/2
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Figure 5.25: Open waveguide radiating from infinite ground plane (left), the equivalent problem of
the waveguide region (center), and of the radiating half-space region (right).

This has a maximum when H; is parallel with the direction x of the extension of the slot. It
also increases with increasing [. Therefore, the excitation voltage V, of the slot is strongest
when the incident H-field H; is parallel with the slot length.

The induced currents in the walls are given by J = 2(—zxH;). Therefore, we may alternatively
express (5.97) as follows: The more the electric current is disturbed by the slots, the stronger
is the excitation, V,, of the slot. This conclusion is general and valid also for other shapes of
the metal wall and for any orientation of the slot.

After V, has been determined, the amplitude of the scattered field for z > 0 can be calculated
and thereby also the total radiated power.

5.4.4 Reflection coefficient of open waveguide

The open narrow waveguide radiating from an infinite ground plane and its two equivalent
field problems are shown in Fig. 5.25. The difference from the previous problem is that H,
and H,, are now waveguide field solutions. The procedure is otherwise the same. We will
not go into details here.

5.4.5 Slots in waveguide walls

The most commonly used slot antennas are made from slots in the walls of a waveguide.
When several slots are located after each other along the same waveguide, the slots in the
beginning of the waveguide must be weakly excited, and the slots at the end of the waveguide
must be strongly excited in order to ensure that the power leaving the slot array from the
beginning and end of it is similar in level.

We study the rectangular waveguide with a TE;o mode as an example. Different slot arrange-
ments are shown in Fig. 5.26. There are longitudinal slots, transverse broad wall slots and
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W = Weak excited
S = Strongly excited
N = Not excited

Figure 5.26: Current distribution in rectangular waveguide walls for TE1o mode (left), and different
weakly or strongly excited slots (right).

transverse tilted narrow wall slots. The electric current distribution in the walls of a waveg-
uide without slots can be found from microwave textbooks with waveguide field solutions. In
the broad wall at y = b/2 the current is

J, = H. — —jsin (%”“") ¢—iBr0% (5.98)
L= H, = _—Pua (ﬁ) e=iBroz (5.99)
s a
and in the transverse wall at z = —a/2
J, = je Pz (5.100)
In these equations fi0 = 27/Xy = /k? — (7/a)? with Ay the guide wavelength. The wall

currents are illustrated in Fig. 5.26.

Longitudinal slots: We see that J, is zero along the center line x = 0. Therefore, a
longitudinal slot along the center line x = 0 does not disturb the current and hence does
not radiate. However, if the longitudinal slot is displaced from the center, the excitation
will increase according to —sin(nz/a). Therefore we can tune the size of the excitation by
changing the offset from the center line. This is very convenient in slot array design in order
to change the excitation along the array. In addition, we can reverse the sign of the excitation
by moving the slot to the opposite side of the center line. This is also convenient because
it makes it possible to locate radiating slots with A, /2 spacing along the waveguide and still
get the same phase of the excitation. This is desirable in order to get a beam normal to the
surface of the waveguide without grating-lobes. In a circuit diagram longitudinal slots are
represented by a shunt admittance.

Transverse slots: A transverse slot will disturb the z-directed surface current distribution.
The broken current is strongest if the slot is located at the center of the broad wall. Such
slots are so strongly excited that they cannot be used in large arrays.
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Sometimes it is desirable to locate slots in the narrow wall. Entirely transverse and symmet-
rically located narrow wall slots does not radiate because there are no longitudinal currents
in the narrow walls. Therefore, in order to make such slots radiate we need to tilt the slots
slightly or introduce asymmetric elements inside the waveguide. Reference [3] is strong on
slot antennas.

5.5 Further reading

Dipole antennas are classic and described in details in the books by Kraus [1] and Jasik [2].
The textbook by Elliott is strong on slot antennas [3]. Wire antennas are today normally
designed by using wire modeling codes.

5.6 Complementary comments by S. Maci

Some textbooks such as [5] and previous papers make use of the term effective height to
describe the directivity of small antennas. The relation between them is explained here. We
have already in Section 2.9 introduced the relation between the far-field function G(r) and
the complex effective vector height hy(f) in the transmitting mode by

_ 4
I,5kn

hy(£) G(r) .

In receiving mode, the effective receiving height is defined by h,(¢)-E, = Vi, (where Vi, is the
voltage of the Thevenin equivalent circuit (Fig. 2.22). Reciprocity leads to h¢(f) = h,(f) =
h(r). By applying this definition to a dipole with an arbitrary oriented direction 1, one has

o 1/2 o
h(i) = — [1_ (l-f)f}/ G(1)edkE gl (5.101)
~1/2
where j(I') is the normalized current along the dipole defined in Section 5.4. The above
can be rewritten as h(f) = — [i —(1- f)f'] j(kl - #) where j(k;) is the Fourier transform of

j(I'). By assuming a transmission line approximation for the current, j(kil - #) assumes
the form in (5.81). When j(I’) is positive along the dipole (which happens for I < A/2) it
follows from (5.101) that the effective vector height takes on a maximum amplitude value
Bmax = [D(#)|max for 1- & = 0, namely

1/2

hmax = 3(0) = / ](l/)dl/ . (5102)
—1/2

Therefore, the maximum effective height is equal to the length of the dipole times the average
value of the normalized currents. From there it follows that a short dipole has hAmax = 1/2 and
for a resonant dipole hmax = A/m. Also, there is a relationship between the effective height
hmax and the effective area Aem [5].

Ao = —L 12 (5.103)

em T 4Rin max
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where R;, is the input resistance of the antenna and is the free-space characteristic impedance.
Eq. (5.103) is also generally valid, i.e., not only for dipoles. It expresses the effective area
as the square of the effective height weighted by the ratio between the input impedance and
the free space impedance. From the general relationship between gain G and effective area,
namely Aem = gG, one has

T h 2 s h 2
G= RZ < j") and therefore G= Rer ( TX) , (5.104)

where D is the directivity and R, the radiation resistance. The effective height can also be
obtained for a current loop (see (5.72)) as h(f) = jkSt x A where S is the surface of the loop
and n its normal oriented according to the right hand rule with reference to the direction
of the current in the loop. The maximum effective height of a loop is therefore hmax = kS.
Substituting the latter in (5.104) along with D = 3/2, one has, for a circular loop of radius a
the following radiation resistance

2ra\*
Rleop = T (274 5.105
rad 6 A ( )

It is interesting to compare this expression with the one in (5.22) relevant to the radiation
resistance of a short dipole of length I, which also can be found by using (5.4) with hmax = 1/2.
The result is

rad

REP T (1/N)?

rad

RI%®  (2ma/N)"

(5.106)

If the length of the dipole is equal to the perimeter of the loop (I = 2ma), this ratio becomes
equal to (I{/\)? < 1. This means that the radiation resistance is much higher of the dipole
than of the loop. This also implies that it is much easier to match a short dipole to 50 than
a loop of the same conductor length.

5.7 Exercises to Chapter 5

1. Crossed dipoles above ground: Consider the same two dipoles as in Exercise 4.3, but
assume now that both of them are located a distance h = A/4 above a ground plane that
coincides with the xy-plane. Derive the radiation field and the expression for the co- and
cross-polar radiation patterns. What is now the level of the first cross-polar sidelobe relative
to the co-polar maximum?

2. Scattering from matched dipole: Consider a plane wave with E-field amplitude E, incident
on a half-wave dipole which is terminated ideally by a conjugate matched load. Find the
expression for the received power and an expression for the induced current on the half-wave
dipole. Find also an expression for the far-field scattered by the induced current. What is the
ratio between the scattered and received power? Explain.

3. Directivities of two-element dipole array: Consider two short dipoles which are located
parallel with each other with a spacing s <« A. Write down the expression for the far-field
function when both dipoles are excited with the same amplitude and phase. What is the
directivity compared to a single short dipole in free space? Locate the same two dipoles co-
linearly (i.e, along the same line) with a spacing s, and with the same in-phase excitation. Use
the result of Section 5.1.11 to find an expression for the directivity. Compared with a simple
dipole, how much more is the directivity for a long spacing s (in dB)? Explain the difference
from Fig. 5.13.



203

CHAPTER 5. SMALL WIRE AND SLOT ANTENNAS

Infinitesimal loop over ground plane: Derive the far-field function of a horizontal in-
finitesimal loop antenna when it is located a height h over a metal ground plane. Sketch the
pattern when h = A/4 and h = \/2.

Infinitesimal loop in ground plane: Consider two coaxial cables which are connected to
two close and small holes in a metal ground plane. The shield of each cable has metal contact
with the ground plane, and the center conductor passes through the hole. The two center
conductors are connected on the upper side of the ground plane to form a half circular loop.
Derive the expression for the far-field function.

Resonant loop: Consider a resonant horizontal loop antenna which is RHC polarized in free
space. Derive the far-field function by assuming a < A when evaluating the integral in (4.77).
Find the co-polar RHC and cross-polar LHC radiation patterns and sketch them.

Resonant loop over ground plane: Consider the resonant loop in the previous exercise.
Derive the far-field function, find the co- and cross-polar radiation patterns and sketch them
when the loop is located at heights h = A/4 and h = A/2 over a PEC ground plane.

Longitudinal slots: Consider two longitudinal slots spaced a distance A\4/2 along a rectan-
gular waveguide where, Ay is the guide wavelength. Assume that both slots are excited with
equal amplitude, and the phase of the excitation of the first slot is 0.

a) Derive an expression for the far-field function when both slots are located on the same side
of the center line of the waveguide. Where is the main lobe direction?

b) Derive the expression for the far-field function when the slots are located on opposite sides
of the center line of the waveguide. Where is now the main lobe direction?
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Chapter 6

Microstrip antennas and
spectral domain methods

Microstrip antennas are made of patterns like strips, patches and slots which are etched out
in metal films on dielectric plates (substrates). These plates are most often grounded by a
metal film on the opposite side. Microstrip antennas are popular because they are cheap
to manufacture and in particular to mass produce. They are alternatives to dipole and slot
antennas in many applications. The microstrip antenna is shorter than half a wavelength,
depending on the permittivity of the dielectric substrate. Microstrip antennas are often used
in linear or planar arrays.

During the two decades 1985-2005 a lot of research was directed towards developing the
spectral domain theories for analysis of microstrip antennas, and several commercial software
packages are now available.

Microstrip antennas can be excited in several ways as shown in Fig. 6.1. They can be probe-fed
by a coaxial probe coming up through the ground plane. This feeding is normally used when
the dielectric substrate is thin, giving only a few percent bandwidth. Another alternative
is to feed the patch directly from a microstrip line. Then, the feed network and the patch
radiators can be etched out on the same substrate, and there is no need for soldering and
making holes in the substrate. This reduces manufacturing cost, but the bandwidth is still
narrow. Microstrip antennas have significant ohmic losses due to the substrate. There will
also be undesired radiation from the feed lines which may destroy the polarization purity
and increase the sidelobe level. The aperture-coupled patch overcomes the disadvantages of
the probe- and line-fed patches. In this case there is a metal plane between the patches and
the feed lines which prevents the latter from radiating, and the patches are excited through
apertures in this plane. The bandwidth can be as large as 30 % if the upper substrate is thick
(close to A/4) and made of low permittivity material. This will also reduce the ohmic losses
in the substrate. The upper substrate may even be removed and the patch instead suspended
by a thin dielectric film. A problem with the aperture- coupled patch is a significant back
radiation from the slot itself, so an additional rear shield may be needed. With a rear shield
the slot may couple to parallel plate modes between the two metal planes, which may cause
problems with undesired resonances in the feed line layer.
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microstrip
line

(a) probe-fed patch (b) line-fed patch (¢) aperture-coupled patch

Figure 6.1: Examples of excitation methods for microstrip patch antennas. Probe-fed line-fed and
aperture-coupled.

The radiating patches can have all kinds of shapes. They can be rectangular or in circular
shape, and with slots in them, parasitic strips, truncated corners, tuning stubs etc. If the
patch and its excitation has two planes of symmetry, the antenna will radiate linear polariza-
tion, independent of from which side it is fed. We may use asymmetric patches or excitations
to create circular polarization from one single feed point. The patch can also be provided
with two different feed lines or probes in order to radiate dual polarization. Broadband
circular polarization can be obtained by locating four patches in a quadratic subarray and
excite them sequentially with 90° phase shifts. There may be two or more patches stacked
on top of each other in order to create dual- or multi-band performance. There exist an
enormous number of possible configurations with different characteristics and many of them
have already been investigated.

We will in this book describe two different analysis methods for microstrip antennas, the
transmission line model and the spectral domain method. The former is simple and valid for
rectangular patches on thin substrates. The latter is very accurate for all geometries provided
the ground plane and the substrate are large enough that the effects of their finite widths® can
be neglected. We will only present numerical results by using the transmission line model, as
the spectral domain approach requires faster computational tools than MATLAB. There exist
several commercial CAD programs for design of microstrip antennas based on the Method of
Moments and the spectral domain approach.

6.1 Transmission line model for rectangular patch

We will first present the simple transmission line model for a rectangular patch. In this model
the patch is considered as a short microstrip transmission line which is open at both ends,
except at the feed point where a narrower microstrip feed line or a coaxial probe is connected.
A microstrip transmission line is often described approzimately by a planar-waveguide model
with perfectly conducting magnetic walls (Fig. 6.2). The width w of the microstrip line and
the relative permittivity e, of the substrate are then replaced by an effective width weg and
an effective relative permittivity e, so that the characteristic impedance Z, propagation
constant 8 = 2w /), and guide wavelength A\, can be calculated by using the planar- waveguide

I These are called the edge effects.
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Figure 6.2: Planar-waveguide model for a microstrip line. (a) Cross section of microstrip line. (b)
Cross section of planar-waveguide model with magnetic side walls.

formulas

n h A
7. = . = /eetk d Ag = ’
¥ VEeff Weff ’ 6 coff o g \/Eeff

where n = 377Q is the free space wave impedance, and k = 27/) is the wavenumber in free
space. The formulas for the effective width and permittivity are based on some early and
initially quasi-static approximations [1] which are improved by empirical curve-fitting [3].
The formulas are today most easily found in Chapter 10 in [4]. For infinitely thin microstrip
lines they are:

(6.1)

w 27h
eff = 5
2
m{f;fﬂ/u(iﬁ) } )
4r2 K \3/4
with F:6+(27r—6)e<_T>(5)
and Eoff = e+ 1) (e — 1) (6.3)

2 2+/1+ (10h/w) ’

where h is the substrate height, w is the patch width and ¢, is the relative permittivity of
the substrate. The latter effective permittivity formula is somewhat simplified compared to
that given in [4], but is still accurate for dimensions that give useful impedance values. The
characteristic impedance and the relative guide wavelength are plotted in Fig. 6.32.

The open ends of the transmission line cause strong reflections, so the area under the patch
resembles a cavity. This is resonant when the patch length [ is about \,/2. Maximum
radiation appears when the patch is resonant. The patch length [ is in reality slightly shorter
than \,/2 at resonance, due to the fringing fields at the edges of the patch. The larger the
height of the substrate is, the stronger these fields are. It is convenient to define an equivalent
length at resonance by leq =1+ 2A1 = Ay /2. For leq = A\y/2, the fields under the patch can be

2 There exist MATLAB code for all figures of which the caption start with *.
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Figure 6.3: *Characteristics of microstrip line as a function of w/h. (a) Characteristic impedance.
(b) Relative guide wavelength Ag/A.

approximated by those of the resonant microstrip line, i.e., by the sum of one forward and
one backward propagating wave with unity reflection coefficient at the ends, i.e., at y' = 0
and y' = loq. This gives

E — Eoe_jﬂylz + Eoe_jﬁleqejﬁ(y/_leq)i ,
(1, / VEer H = By /M % = ByemIFlael 00l

where the first term on the right side represents the forward wave, and the second the
backward wave. We see that E -z = +2F, at the open ends of y' = 0 and y’ = loq since by
definition Bleq = w. By combining the two terms we get for the fields under the patch

E= 2FE, cos(By)z ,

(/2 HL = 2, sin(By))% (o4
for 0 < ¥ < leq and —wen/2 < = < wen/2. This cavity field is a valid approximation of the
actual field, in spite of the fact that it apparently predicts zero H-field at the open ends of
the line. In reality the H-field will have a finite value there in order to give non-zero radiated
power. Furthermore, to be more accurate, expression (6.4) also provides non-zero H-field in
the aperture if we evaluate the H-field at the physical edges of the patch, i.e., at y' = Al and
Y = leq — Al.
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6.1.1 Radiation pattern by two-slot model

We may generate a convenient model for the radiation pattern by replacing the open walls of
the above cavity by equivalent currents and thereafter filling the cavity with metal. This gives
a magnetic current density around the patch aperture as shown in Fig. 6.4 with M = E x n,
where n = +y at the walls at ¢’ = loq and ¢ = 0, and at the walls at 2’ = +w/2.We may
multiply M with the height h of the aperture to get line currents M;. Then,

Mt =2E hx aty =0and y =leq , (6.5)
for —w/2 < 2’ < w/2 and
M = +2E, hcos(BY)y , at o' = tw/2 , (6.6)

for 0 < ¢ < leq. The latter magnetic currents in y direction will not radiate much because
they change direction along the edge and have opposite directions at the two opposite edges®.
The former z-directed currents add constructively and represent a plausible model for the
radiation pattern of a patch on a thin substrate. When the substrate is very thin we may
even neglect the substrate and remove the ground plane by imaging, which gives the following
far-field function for z > 0

G(#) = Cp(% x #)1,, [1 + eIFlea¥ ] | (6.7)
Wegr /2 o
with I, = / 4B, he*® %5) gg! (6.8)
—Wesr /2

Thus, a microstrip antenna on a thin substrate radiates in the same way as two in-phase
slots (equivalent magnetic currents) in an infinite ground plane. The field distribution is
uniform along the slot in contrast to the cosine distribution of the slots treated in Chapter 4.
However, all these slots are short, so the different field distributions do not cause significant
differences between the radiation patterns in H-plane. The E-plane radiation pattern is shown
in Fig. 6.5*. The equivalent length of a patch, which is leq = \y/2, is significantly smaller than
A/2 for practical substrates for which ¢, > 2.1. The two slots modeling the microstrip antenna
are so close that their combined E-plane pattern shows a significant level of radiation along
the substrate, except when the substrate is missing (suspended patch) or has a permittivity
close to unity (foam). Then, the spacing between the two slots is approximately half the free
space wavelength, and we get a null in the direction along the substrate. Thus, in most cases
a microstrip element radiates strongly along the ground plane in E-plane in the same way as
a waveguide slot antenna does.

6.1.2 Impedance by transmission line model

We will now use the transmission line model to determine the impedance of the line-fed patch.
The equivalent circuit is shown in Fig. 6.6. The G and B represent the radiation conductance
and capacitive susceptance of each of the magnetic currents (i.e., slots), Y. = 1/Z. is the
characteristic admittance of the microstrip line formed by the patch (see (6.1)), and Zi, is
the input impedance. The current sources Y,,V; and Y21V, are due to the external mutual

3 This is due to destructive interference.
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Figure 6.4: Tllustration of E-field under the patch as obtained by the transmission line model (upper
and lower left), equivalent magnetic currents around the patch (middle), and simplified radiation
field model (right).

coupling between the slots. The values of G and B can be calculated from the self-reaction
integral of a single radiating slot, and the mutual admittances from the mutual reaction
between them*. The G can also be calculated by integrating the radiation pattern of one
slot, and B can be found from the empirical formula for an equivalent length reduction Al
according to [5]:

B = pAlY. ,

6.9
with Al = h-0412 (Ee + 0-300) ((w/h) + 0.262> | (6.9)

e —0.258 ) \ (w/h) + 0.813

We will instead calculate the real part of the overall radiation conductance Gin = R(1/Zin)
directly at resonance by using the far-field function in (6.7) to evaluate the total radiated
power Pr.a and thereafter find Gi, from

1
Proa = iGian : (6.10)

The result for the radiation resistance Ri, = 1/Giy is shown in Fig. 6.7a*. The corresponding
resonant length calculated from

A
l, = 7‘7 —2Al, (6.11)
by using (6.9), is shown in Fig. 6.7b*. The radiation resistance obtained by integrating the
radiation pattern is very accurate. For most of the measured cases in [6] it gives a better value
than a rigorous Method of Moments solution of the patch [7]-[8]. The resonance frequency
is less accurate.
Let us now simplify and approximate the equivalent circuit in Fig. 6.6 by using
1
G= §Gin , B = pAlY, and Y,=0. (6.12)

4 See Section 4.5.4 on page 149.
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The first relation is valid at resonance®, if we consider G to include even the real part of
Y,,V, (or Y,,V,). In reality the approximation Y,, = 0 corresponds to &(Y;,) = 0. We can
now make a MATLAB program of the equivalent circuit, if we also make use of the impedance
transformation formulas in Section 2.6.5. Fig. 6.8 shows the input impedance calculated in
this way for a few different dimensions*. The MATLAB program can be used for parametric
studies of variations in permittivity, substrate thickness and patch width. The method is
only valid for thin substrates for which h < w. Still, it gives a good physical picture of the
radiation mechanism.

The results are approximately valid also for probe-fed patches, if the probe is attached to
the edge of the patch. We can also easily modify the equivalent circuit to account for a
probe which is attached somewhere else along the center line of the patch. This is left as an
exercise. See also Subsection 6.2.2. It is also possible to extend the equivalent circuit to the
cases when the patch is excited for circular or dual linear polarizations, which is left as an
exercise.

6.2 Self-reaction model for patch impedance

We have already introduced an equivalent circuit of the rectangular patch antenna. We
now show how the patch impedance can be found directly by a numerical procedure. This
procedure is readily extended to a complete Method of Moments solution for the currents on
the patch and excitation probe. We consider the line-fed patch in Fig. 6.9a. We choose to
model the line excitation as an ideal voltage source connected to the edge of the patch at the
same point where the microstrip line is connected. We further illustrate how to calculate the
impedance of the patch at this feed point. Having this, we can find the reflection coefficient on
the microstrip line by using the characteristic impedance of the line. Here we limit the analysis
to a single rectangular patch for which the current distribution is known quite accurately.
We treat the line-fed patch, but the model for a probe-fed patch is almost identical, which
will be explained at the end of the section.

The feed line can be included in the analysis by connecting the ideal excitation voltage to
the feed line at its input terminal instead of the edge of the patch. The calculation approach
will then be similar to what we explain below, where we solve the resulting integral equation
by the Method of Moments in order to find the current distribution on the patch. However,
if the feed line is included in the Method of Moments, we also need to include basis functions
for the expansion of the current on the line.

Let us assume that the width of the microstrip line is narrow compared to the patch width,
and that the line provides an excitation voltage at the center of the edge of the patch. We
assume that this voltage is provided by an E-field —FE,z between the edge and the ground,
where V, = E,h with h the height of the patch over the ground (Fig. 6.9b). Let us now
introduce an imaginary infinitely thin vertical cylindrical surface with circular cross section
between the ground plane and the excitation point on the patch. The tangential E-field at
this surface is E,z, so we may use the PEC equivalent to replace the imaginary surface by a
vertical PEC probe with a magnetic current tube M = —E 2x p = —E, ¢ around it (Fig. 6.9¢).
We have now generated a new field problem with a probe, that is completely equivalent to

5 This is when the two slot voltages are equal, i.e., V, = V.
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the original problem. Nevertheless, both are suffering from the initial approximation that the
E-field is E = —FE,z between the feed point and the ground. The probe has been introduced
with the sole purpose of creating a convenient analysis model, and for this reason we refer to
it as the analysis probe. The impedance of the patch can be calculated through V, /I, with
I the current on the vertical analysis probe (Fig. 6.9d).

6.2.1 Expansion of current distribution and Method of Moments

We will now approximate the current distribution on the patch and the equivalent probe by
basis functions. From the discussion in the previous subsection we may expect the current
distribution on the patch to be J(z',y") = I, sin(wy’/l)y. The vertical analysis probe is short
and connected to the patch, so we approximate the probe current by one rectangular basis
function, i.e., I(2)z = I,z. These two current distribution choices do not satisfy current
continuity at y’ = 0 where the probe is connected. But, pulse basis functions always give
discontinuities in the current representation, so we accept this. All in all, the model is widely
accepted and has proven to give good results.

We can now formulate the boundary conditions. The total E-field (due to M, I. and I,)
is zero at the patch and at the surface of the probe, i.e., E,, (r) + Er.(r) + Erp(r) = 0. Let
us separate the constants V,, I. and I, from the E-fields and express the above equation as

V,En(r) + LE; (r) + L,E; (r) =0, (6.13)

where E,,(r) is the E-field due to the normalized magnetic current tube m = —(1/h)@, E;, is
the E-field due to a unit electric current on the probe, and E;, is due to a normalized electric
current distribution sin(7y’/l)y on the patch.

Eq. (6.13) represents an integral equation which we need to solve for the two unknowns I,
and I in terms of V,. We have already expanded the currents in basis functions, so we choose
to test them by using sin(7y’/l)y as weighting function over the patch and a constant z as
weighting function over the probe (Galerkin’s method). Consequently, we arrive at

V, (Byn (1), sin(ry' /1)9) + L (Bq(v), sin(my' /1)F) + L, (Eq, (x), sin(ry' /F) =0, (6.14)

where (E,J) denote reaction integrals over the current distributions on the patch, as defined
in Section 4.5.1, and

Vo(Em(r),2) + I(Eq. (r),2) + I, (Eq,(r),2) = 0, (6.15)

where the reactions integrals are taken along the probe. We highly prefer to avoid field
calculation due to sources along the z-direction, because in such cases the field matching at
the planar substrate boundaries become complicated. Therefore, we use reciprocity to do the
following replacements in (6.14)

(B (r), sin(ry/ /1)§) = (H, (r),m) = (H, (r), — @) =0,

U] (6.16)
(Ei. (v),sin(my’/1)y) = (B, (r),2) ,

where H;, (r) is the field due to the electric source sin(ry’/l)y evaluated at the surface of
the magnetic current tube. By letting the diameter of the probe tend to zero, the reaction
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between H;, (r) and ¢ around the cylindrical surface of the analysis probe is zero. Using (6.16)
we obtain the following two equations for determining I, and I, as a function of V;:

CMIP + C12IZ = Cls

(6.17)
C(2111) + C(2212 = 023
with
Cu = <Eip (r),sin(wy’/l)y> C(21 = <Eip (I‘)7i>
Cl2 = <Eip (I’),i> CV22 = <Eiz (I‘),i> (618)

C13 =0 C,y = _Vo<Em(r)72> .

23

In order to calculate C,, we need to evaluate the E-field due to a magnetic current cylinder
at the axis of the cylinder and integrate this along the length of the cylinder. The magnetic
current cylinder was originally constructed to make the vertical electric field zero inside the
cylinder when it was located in a uniform electric field E,z. Therefore, the field inside the
magnetic cylinder when there is no external field must be V,E,,(r) = —E,z , so

V(B (r),2) =~V . (6.19)

We can calculate I, and I. from (6.17) and arrive at finally the patch impedance formula
given in the next subsection.

6.2.2 Impedance of line-fed patches

The formula for the impedance of the line-fed patch which results from the derivations in
the previous subsection is

Y% (B, (r), 2)° i (1), 2z
o = T T sy gy (020

This can be evaluated numerically if the Green’s function of the grounded substrate is known,
see Section 6.3. The evaluations are rather laborious, in particular if the source extends in
z-direction as in (E;, (r),2), which represents the self-impedance of the analysis probe.

We may simplify (6.20) by introducing

Zap = —(E;, (r),sin(my'/1)y) , (6.21)

because the normalized self-reaction of the patch current is the “dipole over ground” impe-
dance we would see across a feed gap at the middle of the patch®. This can be seen comparing
the present derivations with those for the impedance of electric dipoles. If we also make use
of the fact that the E-field under the patch varies sinusoidally according to (6.4), we can
introduce the approximation

(Eq,(r),z) =2E,h/I, =V, /I, = Z. , (6.22)

where h is the height of the patch above the ground and Z. = 1/Y. is the characteristic
impedance in (6.1) of the microstrip line forming the patch. We can simplify (6.20) even
further by neglecting the self-reaction of the equivalent or actual feed probe (in the case of

6 See Section 5.1.7 on page 178 and Section 5.1.13 on page 187.
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a line-fed or probe-fed patch, respectively). Then, we finally get the much simpler equation

v, _ 2

Z_de.

Zpeh = (6.23)
Thus, the impedance of an edge-fed patch is proportional to the inverse of the impedance of a
center-fed flat dipole of the same width and on the same substrate if the current distributions
of the two cases are the same. In order to feed the patch like a dipole we must make a feed
gap or slot across the patch at its center, and feed it across the gap with a balun”.

6.2.3 Impedance of probe-fed patches

The equation for the probe-fed patch will be exactly the same, except that the voltage V is
applied between the center conductor and the shield in the coaxial opening in the ground
plane (Fig. 6.10). Therefore, the magnetic ring current will be distributed over the plane
coaxial opening instead of around the probe which was the case for the line-fed patch, and
we will need to numerically evaluate the distribution of E.,(r) (due to the magnetic ring
current) along the probe and thereafter the reaction (E,,(r),2). This reaction is now different
from unity, which was for the line-fed patch case (see (6.19)). Taking this into account, and
solving (6.17), we arrive at the following general impedance formula for the probe-fed patch:

 (r),2)?
B, (), 2) +<Eiz(r),i>}~ <Em1 (6.24)

Foen = {_ (Eq, (r),sin(my’/1)y) (r),2)

If we move the probe to another location yp,1, along the patch, (6.22) will change according
to the variation of the patch current at the point where the probe is connected, i.e., according
to

<Eip (I‘), 2> =Z. Cos(ﬂyprb) . (625)

If we do similar approximations for the probe-fed patch rendering (6.23) for the line-fed
patch, we achieve a simplified impedance formula

{Z. COS(Byprb)}2 )

6.26
T (6.26)

chh =

Thus, the patch impedance can be tuned by varying the position of the probe. The impedance
is zero when the probe is located at the center of the patch for which ypb = leq/2 = Ag/4. In
order to see a finite impedance Zg, at the center, we must provide a feed gap with help of a

balun between the coaxial opening and the two “dipole” arms®.

If we limit the analysis to a so-called suspended patch it is possible to provide results
from (6.23) and (6.26) without performing a complete spectral domain analysis. This means
that the patch is suspended on a thin film or similar (or by the feed probe) at a given height
h over the ground plane, in a way that there is an air gap between the patch and the ground
plane. Then, the relative permittivity of the “substrate” in the above models is unity, and
we can numerically evaluate the self-reaction of the sinusoidal patch current by using the
near-field algorithm in Section 4.7.2, together with imaging.

7 For more information see Section 5.1 on page 167.
8 See the discussion after (6.23).
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Figure 6.10: Probe-fed patch and its electromagnetic analysis model.

6.3 Spectral domain methods

The reaction formulas for the patch impedance in the previous section are valid for patches
on dielectric substrates. However, we then need to evaluate the field in the presence of the
dielectric material. Any multi-layer substrate can be included in the analysis by using the
spectral domain method. In this method the effect of the finite lateral extents of the substrate
and the ground plane are neglected. The spectral domain method is commonly referred to
as a “full-wave” method because all waves (i.e., the whole spectrum of waves) are included
without approximations.

Here we briefly explain the spectral domain method by using the current sheet model as
described in [11]. This model is not so common but it has the advantages of a simple mathe-
matical formulation and physically interpretable spectral domain solutions (Fig. 6.11).

The spectral domain method is strongly related to the theory of plane apertures in the sense
that the three-dimensional (3D) source distributions (such as e.g., the electric currents on
the patch) are Fourier transformed in two dimensions. After the Fourier transformation
we interpret the spectral domain sources in the spatial domain as current sheets. Then we
solve the multi-layer problem as a harmonic one-dimensional (1D) field problem, i.e., a field
problem with known harmonic variations along the uniform directions of the structure and
with boundary conditions applied only in the direction normal to the structure layers. Thus,
the spectral domain method can also be referred to as an approach by which the multi-layer
field problem is solved by using a spectrum of 1D solutions, i.e., by a spectrum of plane
waves.

We illustrate the spectral domain method by using a rectangular patch which is fed by a
discrete voltage source V, at the edge and is located on a grounded single-layer substrate
with low permittivity (e, =~ 1). Nevertheless, the method is readily extendable to multiple
layers of actual substrates, aperture coupling, and other patch shapes.
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6.3.1 3D field problem

We use the physical equivalent to replace the rectangular metal patch by an induced electric
current J(z',y") (Fig. 6.11a). Then, we may express the field radiated by J(z’,y') as

(z,y,2 jf.]x y) -Gz —a2,y—y, 2)do’dy | (6.27)

where G(z,vy,2) is the Green’s function of the layered grounded substrate, i.e., the E-field
due to an incremental current source located at z’ = 0, y' = 0 at the surface z = 0 of the
substrate. The following boundary condition must be satisfied at the surface S of the patch:

[Es (I‘) + Ei(r)]tan =0, (628)

where E;(r) is the incident E-field due to the excitation, i.e., in our case the discrete voltage
source V. If G(z,y, 2) is known, expressions in (6.28) with (6.27) define an integral equation
for determination of the current distribution J(z’,y’). This is commonly solved by the Method
of Moments. We will now illustrate how to determine G(z,y,2) by Fourier transformation
techniques.

6.3.2 Harmonic 1D field problem

We introduce the two-dimensional Fourier transform of the current distribution, as,

kw,k / / (', y)edh= eI ol dy (6.29)

The inverse transform

J(2',y) (%) / / J(ky, ky)e ke e=IR0Y a dk, (6.30)

can be interpreted as a superposition of a spectrum of differential sources of the form
- 1\?- R
AJ(ky, ky) = <2W) J(ky, ky)e IR emIk¥ Ak, AK,, . (6.31)

For each value of k, and k,, these sources can be interpreted as current sheets located at
z = 0, with an infinite extent in the xy-plane and with a given uniform harmonic variation
in the z- and y-directions.

In this way the 3D field problem has been reduced to a superposition of harmonic 1D field
problems, where each harmonic 1D field problem consists of a harmonic current sheet on top
of a planar grounded substrate (Fig. 6.11b). The solutions to the harmonic 1D field problems
can be constructed in terms of plane waves. The fields in all layers of the structure must have
the same harmonic z- and y-variations as the current sheet in order to satisfy the boundary
conditions at each material interface. We may express the solution of the harmonic 1D field
problem as

E, (ky, ky, 2)e 75500 = (ko ky) - Gk, by, 2)e~TFsTe =Tk (6.32)
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where é(kx, ky, z) is the Green’s functions of the harmonic 1D field problem. From the con-
volution theorem, in the theory of Fourier transforms, this is related to the Green’s function
in (6.27) by

_ 1 2 o0 OOL . )
G(z,y7z)=<2w>/ / G(ky, ky, 2)e k=T e=IM0Y gk, dk, . (6.33)

The 3D E-field is normally determined by the Method of Moments as follows. J(z,y) is
expanded in basis functions B, (z,y) according to

)= buBu(z,y) . (6.34)

where b,, are the unknown coefficients to be determined. Each basis function is Fourier trans-
formed to a current sheet, and the corresponding harmonic 1D E-field is found from (6.32)
by using the known expressions for the Green’s function. This E-field is tested over the
patch by using the same testing functions as basis functions (i.e., Galerkin’s method), and
the result for each basis function is inverse transformed to the space domain. Thereafter, the
unknown coefficients of the basis function expansions are solved by applying the boundary
condition in (6.28). When J(z,y) is found, E(z,y,z) can be expressed in terms of J(k., k)
by using (6.32). Afterwards, we obtain the 3D field solution by the inverse Fourier transform

E(z,y,2) = ( ) / / E(ky, ky, z)e k=T kv L, dk, (6.35)

The integrands of both (6.33) and (6.35) have simple analytic forms only for single layer
substrates (see next subsection). Even for this simplest single layer case, the inverse trans-
form is complicated to numerically evaluate, because the integration boundaries extend to
infinity.

6.3.3 Green’s function of harmonic 1D field problem

The E-field due to an electric current sheet located at z = 0 in free space (so that k = 27/)
with A\ the wavelength in free space) is given by

_ kT 7. \iP =ik (k" r)
. . . J—-(nJ-k )k Je™? f >0
E e Thememikvy = 2k, [WN (77~ Am) - le i or z ’ (6.36)
—gnd —(mJ -k )k Je™? for z <0
with B, =B, (ks, ky, 2,J) , T =J(ko, k), r=a%+yy+ 22,

K = (koX + kyy + k.2)/k  and k' = (koX + kyy — k.2)/k ,

k, = k2 — k2 — k2 when kI +k; <k

and k., =—j\/k2+k2—k> when kI +k] >k .

Eq. (6.36) represents the Green’s function of the harmonic 1D field problem if we let J(k., k)
be a unit current sheet. The current sheet corresponds to a point source in the 1D field
problem for determining the z-variation. The z-component of the E-field in (6.36) has a
discontinuity across the current sheet. The corresponding H-field has a discontinuity equal
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(a) Original 3D field problem with unknown electric current J(x, y).

current sheet J (ky, ky)e 7k e 7k
of infinite extent

given kx, ky

infinite ground plane

(b) Harmonic 1D spectral domain problem illustrated in
spatial domain with current sheet source.

phase front of
plane wave

infinite current sheet
=T (ky, kye Tk e Tk

(c) Radiation from current sheet in free space
(i.e. Green's function of harmonic 1D field problem).

z=0 source current sheet
=1 .
z=-h image plane (ground)
z=-2h image current sheet

(d) Imaging of current sheet in metal ground plane. The field solution is
valid in the source region z >-A, and it is zero below z = -A.

Figure 6.11: Tllustration of spectral domain analysis of microstrip patch antenna.
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to J in its tangential component, in order to satisfy the boundary condition at the current
sheet, see (4.14) in Section 4.1.2.

The E-field in (6.36) is expressed in a form which is easily interpretable. We see that the
solution represents two plane waves propagating away from the current sheet: one in the
direction k” in the region z > 0 above the sheet?, and the other in the direction k™ in the
region z < 0 below the sheet!?. See Fig. 6.11c.

When the current sheet is located above a ground plane which is at z = —h, the E-field
becomes (Fig. 6.11d)

E(ky, ky, z)e_Jk”e_Jkyy

. . , . - . , (6.37)
= (By (ks oy, 2, 3o 5emeTI80  B (Fy hy, 2 + 20, Tng)e™Txme 9000 )

where the first term is obtained from (6.36) for z > —h (i.e., above the ground plane), and the
second is due to the image current sheet. It is obtained from (6.36) by using the argument
z 4 2h instead of z and replacing J by the image current Jime = —J. The spectral domain
solution for an actual multi-layer substrate can also be expressed in terms of plane waves, but
the expressions are too complex to be included here. A method for calculating the spectral
domain solution is described in [11].

6.3.4 Numerical implementation

The numerical implementation of the formulas in Subsections 6.3.1 to 6.3.3 is complicated.
The reason for the problems is that the boundaries of the inverse integrals in (6.33) and (6.35)
extend to infinity. When k2 + k2 > k?, there will be singularities in the field solutions, and
these can be interpreted as surface waves inside the substrate and needs special numerical
treatment.

Several commercial and semi-commercial computer programs exist for analysis of microstrip
antennas by the spectral domain approach.

6.4 Further reading

The number of papers on microstrip antenna theory and design is so large that it is impossible
to give a list here. A few important books and articles are listed below in references [4]
and [12]-[28]. The dual-slot model for the radiation impedance can be found in [9].

6.5 Complementary comments by S. Maci

In a conventional Galerkin’s method, the entries of the impedance matrix of co-planar basis
functions (i.e., basis function on the same substrate layer) are calculated through the convo-
lution between basis functions B, (r) = F,(r) and the Green’s functions G of the problem?!!

9 This is indicated with superscript p = plus.
10 This is indicated with superscript m = minus.
1 MoM is treated in Section 4.7 and we use the same notation here.
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followed by an integral testing with the test function W, (r) = F,(r)
= [[ Funlr) [Hé(r ). Fn(r’)dS'} ds n,om=0,1,2.., (639

where r(z,y) denotes the space domain variable. The impedance representation (6.38) is
valid only if the Green’s function presents a shift-invariant form, namely when no boundary
conditions are imposed in the xy-plane. This representation consists of 4 interlaced inte-
grals. In multilayer dielectric problems with interfaces in the zy-plane, the Green’s function
is known in closed form only in the spectral domain. Thus, calculating directly (6.38) re-
quires the numerical evaluation of the space Green’s function G(r) through inverse Fourier
transformation of the spectral domain Green’s function G(k), namely

G(r) = ﬁ [ e rar,, , (6.39)

where k(k,,k,) represents the spectral variable associate with r(z,y). Eq. (6.39) can be
expressed as a spectral domain Sommerfeld integral [29], [31] of the following kind

GO =Golo) = [ Gully) Ty, (6.40)

where p is the radial distance from the point source. These type of integrals are also encoun-
tered in many other EM problems.

Whenever the basis and test functions are very small in terms of wavelengths, using e.g., the
Rao Wilton Glisson (RWG) basis functions [31], there is needed only a few points within the
basis function domains to evaluate the integral (6.38). However, since the dyadic Green’s
function of the fields is hyper-singular at the source point, the Mized Potential Integral
Equation (MPIE) approach have to be used for treating the self-reaction [32]*2.

The spectral Domain approach described in this book, can also be seen as an alternative way
to formulate the matrix entries in conventional Galerkin MoM. In fact, the Eq. (6.38) can
also be seen as an inverse Fourier transform of the product of the Fourier transforms of F
and G in (6.38) [33]-[36], i.e.,

Zum = [[ Bonk) - C(00) - B (—k)e 2%k, | (6.41)

where F,, (k) denote Fourier Transforms of F,,(r) and Ar = (Az, Ay) is the distance between
the origins of the reference systems in which the Fourier transforms of the basis and test
functions are calculated. The importance of (6.39) in formulating MoM for patch antennas is
due to the fact that the spectral Green’s function is known in analytic form for single-layer
substrates.

Despite the fact that (6.39) requires only 2 integrals, the space formulation in (6.38) is today
more used that (6.39) in commercial software for planar antennas. The reason is essentially
that it can treat structures of more arbitrary planar geometry, which renders the space domain
approach more flexible. However, spectral domain is still used for simple shapes since it is
very fast and easy to formulate. In the following, the advantages and disadvantages of the
two approaches when applied to patch antenna problems are discussed.

The advantages of spectral domain SD are:

12 See Section 4.8.
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« There is no need to pre-calculate the Green’s function, whose spectrum G (k) is available
in closed form.

« It is simple to implement due to the direct use of EFIE (Electric Field Integral Equation)
without need of MPIE.

« It is possible to use entire domain basis functions for simple shapes with reduction of
number of unknown.

« It is possible to obtain simple expressions for the mutual coupling between patches by
using single basis functions shaped as a modal solution for the patch current.

The limitation or difficulties of SD are:

« It is not applicable when the Green’s function is not shift-invariant, like for instance
when treating vertical (z-directed) metallization.

o The basis functions should have closed form Fourier-spectra, otherwise there will be
large computational effort for the numerical evaluation of the Fourier transforms.

« Small-domain basis functions like RWG are useful for complex geometries, but they
contain a large spectral bandwidth so the integration of (6.39) converges very slowly.

« The representation in (6.39) oscillates fast and hence converges slowly when the sepa-
ration between basis and test functions are large.

The advantages of the space domain are:

o It is convenient to use the small domain basis functions because the reaction integral
converges fast.
« It is possible to re-use space-domain numerical codes developed for free-space problems.

The difficulties of the space domain approaches are:

+ There is a need for preprocessing for calculation of the spatial domain Green’s functions.
o There is a need for extracting space singularities, but these methods are available from
using MPIE for conventional space domain MoM.

We note that the main difficulty of the space-domain approach is concerning with the pre-
calculation of the mixed potentials Green’s function.

o Numerical integration: Traditionally, integration along the real axis combined with
pole extraction techniques and averaging methods has been employed, leading to very
efficient algorithms [37]. Other methods consists of the extraction of the asymptotic
value for k,:

Golp) = [ 1Gul0y) = G ), (ko + [ G, (g - (642

The regularizing function Ge(k,) can be chosen as the limit of G(k,) for small w, en-
suring that the last integral can evaluated in closed form. The latter represents the
quasi-static value of the Green’s function. The regularized first integral in (6.42) con-
verges rapidly, and its convergence can be improved by deforming the real-k, integration
into a complex-variable contour [38].

Other related methods are listed below:

o Complex exponential expansion: The Green’s function is expanded in terms of complex
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exponentials by the Generalized Pencil of Function (GPOF) method [39]-[41]

Zbii Jo(kpp)kpdkp )

oo N e—jaim
G~ [
o | k2 — k2

where a; are complex coeflicient with Sa; < 0. The closed form can be obtained from
integrating it term by term by using the Sommerfeld identity,

e—ik\/a?+p? - / jo/RE—k2 Iy (kp )kdk
J

Va2 + p? /12 — k2

This leads to a rapidly converging summation of spherical waves originating from a
complex point (phase center). More details on these complex point-source are given in
Section 7.8.

o Complex-pole expansions: The spectral Green’s function is expanded in complex-pole
terms through an algorithm called Vect-Fit [42] and [44];

-

The closed form can be obtained by integrating it term by term using the identity

N
J, (kop)kpdk,

i=1

2 [ 1
2
HO( )(ﬂp) = 7T/O K2 — 3 Iy (kpp)kpdky

The final result is given in terms of cylindrical waves propagating with complex wavenum-
bers (,. This method is often applied in combination with GPOF, thus leading to a
combination of complex point sources waves and cylindrical waves.

o Uniform asymptotic evaluation: This method makes use of a deformation of the inte-
gration contour into a contour called “Steepest Descent Path” [45]-[46]. This method is
valid when the observer is one wavelengths from the source point. It has the advantage
to extract physical contributions in the form

G(p) = Gsp(p) + Gsw(p) »

where Gsp(p) is the space wave contribution, and Gsw(p) is the surface wave contribution.
When inserted into the reaction integral in (6.38) and extended to an entire patch area,
the asymptotic formula provides the surface wave contribution of the coupling, which
is the dominant one for large separation and small losses.

The SD method is also often used to study periodic multilayer printed structures excited by
a phased field of type e¢/**o. Applications are found in the analysis of planar patch arrays,
Frequency Selective Surfaces (FSS), and printed metasurfaces. For periodic structures the
Floquet theorem [47] ensures that the field can be expanded in terms of plane waves e/**ra,
with

2 .

2r
kpq:ko“‘apX‘F@CD’-
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The numerical dimension of the problem is reduced to a single periodic cell. In fact, the
unknown current J,(r) in the cell centered at r = r, and the current J;(r) centered at r = r,
satisfies the phase-shift condition

Ji(r) = J,(r)e I Firo)d

The SD MoM can be adapted to this periodic case by using the Poisson Summation For-
mula [48]; thus, reducing the MoM matrix entries to a sampling of the integral in (6.39) at
the spectral points ky; i.e,

Znm = Zf‘m(km) : é(kpq) 'Fn(fkpq) . (6.43)

The above expression represents the reaction integral between the test currents and the
field radiated by the infinite periodic distribution of basis function currents centered at
points

ril = sd,X + tdyy + Tom s, t=0,£1,+2, ...,

and phased by e/™st%0. Several techniques have been presented in the literature to speed up
this series, see [49]-[52].

There are two practical cases that should be distinguished in such type of formalism. The
first one is relevant to plane wave incidence (often used for FSS or receiving arrays). In this
case k, is imposed by the excitation, and the objective is to find the surface currents on the
metallic elements, the scattered field or the voltages at the array input ports. The second case
is relevant to the determination of the modes supported by the structures. In the latter, the
excitation is not imposed and k, is the unknown of the problem. The dispersion equations of
the surface or leaky modes k, = k,(w) can for such cases be found by setting the determinant
of the MoM matrix equal to zero. This makes it also possible to find the bandgaps of the
periodic structure, namely frequency bands where surface wave propagation is forbidden [48].
The microstrip antennas are well suited for being realized on curved geometries, see [53]-
[55].

6.6 Exercises

1. Transmission line model: Find the total radiated power of an incremental magnetic current
on a ground plane, and use this to derive an expression for the conductance G of the edge slot
when the width w of the slot is very small. Compare them with the values in Fig. 6.7.

2. Radiation pattern: An expression for the far-field function of rectangular microstrip patch
antennas is given in Section 6.1.1. It is derived under the assumption of a very thin substrate.
Write out this expression as an analytic formula in terms of # and ¢ in a coordinate system
with z-axis normal to the patch. Sketch the radiation patterns in the E- and H-planes when
the relative permittivity of the substrate is 2.54. What is the level in dB of the radiation along
the ground plane relative to the level at broadside?

3. Probe-excitation in transmission line model (with Matlab): The equivalent circuit in
Fig. 6.6 can also be used for probe-excited patches, if the probe is connected to the edge of the
patch. Modify this equivalent circuit to account for a probe which is attached to the interior
of the patch. This is often done in order to tune the impedance. Implement this change in the
MATLAB code for Fig. 6.8 and study how the input impedance varies with distance between
the edge and the probe. Does the variation agree with (6.26)7
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4. Circular polarization with transmission line model (with Matlab): We can excite
a single rectangular patch for radiation of circular polarization in the following way. The
patch must be nearly quadratic, so that the resonance frequencies of the two orthogonal
transmission lines formed by the patch will be nearly equal. We attach the probe to the patch
unsymmetrically, e.g., along the diagonal of the patch, in a way that both the two orthogonal
resonances are excited. Then, the patch will radiate circular polarization if the two orthogonal
lengths of the patch are adjusted in a way that the impedances of the two orthogonal modes,
seen at the probe, are in quadrature. Try to find the equivalent circuit for such a patch.
Develop a MATLAB program based on this equivalent circuit, and try to tune the two lengths
in a way that the radiated polarization will be circular.

5. See the exercises about arrays of microstrip antennas in Chapter 10.
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Chapter 7

Radiation from apertures

We have already analyzed radiation from small apertures (slots) in Chapter 4. In this chapter
we treat apertures more systematically and generalize the theory to all kinds of apertures,
as appearing in different antennas. The actual aperture antenna is radiating from openings
in metal surfaces. Examples are open-ended rectangular and circular waveguides, slots in
waveguide walls, and horn antennas, as shown in Fig. 7.1. The reflector and lens antennas
in Fig. 7.2 are normally also called aperture antennas, although they do not radiate through
physical openings or apertures. Instead, the structures look more like complementary aper-
tures. However, the field problem to be solved is the same as that of actual aperture antennas,
in the following sense: on a surface enclosing the antenna the fields are to a good approxima-
tion confined within a limited region defined by the rim of the mechanical structure. These
fields are referred to as the aperture field. The surface containing the aperture field can be
plane or curved. Sometimes it is advantageous to let it coincide with the desired or expected
wavefront of the aperture field.

Antenna arrays are also often said to have apertures (Fig. 7.3). In an array of open waveguides
the aperture is defined by the whole radiating surface of the antenna. For an array of more
concentrated elements, such as dipoles, the array aperture is defined in a similar way by
considering its rim to be located one half element spacing outside the center of the edge
elements.

We will first explain how to calculate radiation from apertures in PECs (Section 7.1) and
thereafter we will show how to use the Huygens equivalent to analyze both actual and com-
plementary apertures (Section 7.2). The theory is thereafter confined to plane apertures
(Section 7.3) and applied to apertures of rectangular (Section 7.4) and circular (Section 7.5)
shape. Also, some microstrip antennas can be treated approximately as aperture anten-

nasl .

Finally, we will consider a Gaussian aperture distribution (see Section 7.6). This represents a
very important analytical form of the aperture distribution, because both the near- and far-
field radiation integrals have analytical solutions, and the resulting near-fields and far-fields
take Gaussian shapes as well. Indeed, the Gaussian beam can be transformed analytically
by the same analytic expression from the aperture to any field point in the near or far-field

I For more information see Section 6.1.1 on page 208.
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(a) Open waveguides (b) Slots in waveguide wall
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(c) Horn antennas

Figure 7.1: Examples of antennas with actual apertures.
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(a) Primary-fed reflector (b) Dual-reflector antenna (c) Lens antenna

Figure 7.2: Examples of antenna arrays with apertures.

(a) Array of open waveguides (b) Any planar array
(excited by linear or constant phase)

Figure 7.3: Examples of antennas with complementary apertures.
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in infinite ground plane (the aperture can have different forms)
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circular cylindrical
aperture

(c) Conformal apertures (e.g. cylinder)

Figure 7.4: Tllustration of different actual apertures in PECs and convenient choices of aperture
surfaces.

region. This property makes the Gaussian beam very useful for studying general diffraction
phenomena in the near-field and far-field regions.

7.1 Apertures in PECs

The actual aperture antennas radiate from holes or openings in metal surfaces. The term
aperture is used both to denote the hole itself and the virtual surface over which we describe
the aperture fields. For convenience this virtual surface is chosen in a way that simplifies the
analysis. This often means that it is chosen to take the form that the metal surface would
have without the hole, in such a way that the aperture surface becomes conformal with this
metal surface. Some actual apertures are shown in Fig. 7.4. The first is a rectangular plane
aperture in a large ground plane. The second is a rotationally symmetric horn antenna. In
this case we may select either a plane aperture surface, or a spherical one with its centre of
curvature in the apex of the horn. Both these apertures have the same circular rim. The
spherical aperture follows the expected phase-front of the aperture field, which is preferable.
The plane aperture is advantageous in analytical work, since some radiation integrals for the
plane case can be solved analytically, or they can be simplified to a universal form which can
be easily scaled with antenna size. The two apertures in Fig. 7.4c are openings in a circular
cylinder; In this case, choosing a cylindrical aperture surface conformal with the circular
cylinder facilitates the analysis.
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aperture no aperture

o

(a) Original general problem with aperture and its PEC equivalent without aperture

® M,=E;xn

—|— — —PEC— -® —

¢

(b) Horn antenna with aperture and flange, and its PEC equivalent without aperture

M,=E,xn

A
n

Figure 7.5: The PEC equivalent of actual aperture antenna of arbitrary type and of horn antenna.

7.1.1 PECs of arbitrary shape

After the aperture surface has been defined, the metal parts are assumed to be PECs, and
the aperture theory is developed by using the PEC equivalent introduced in Section 4.3.1, as
follows (see Fig. 7.5a):

1. Assume an approximate tangential E-field E, over the aperture. This assumption is
often based on an investigation of the dominant waveguide mode that can propagate
in the inner structure leading to the aperture.

2. Introduce the equivalent magnetic current M, = E, x n,, where n, is the outward
directed normal to the aperture surface.

3. Fill the volume inside the aperture with PEC.

4. Calculate the induced electric currents J4 on the PECs caused by the sources M,. This
can generally be done, e.g., by the Method of Moments.

5. Calculate the radiation fields from M, and J in free space.

This method is very accurate if the assumed form of E, is accurate. The calculated fields
are valid everywhere except inside the surface of the PEC in the equivalent problem, such
as, e.g., inside the horn antenna in Fig. 7.5b. Note that we can improve both the accuracy
and the complexity of the results by moving the aperture from the opening of the horn
to the opening of the waveguide feeding it, and accordingly perform step 4 on the whole
horn flare. This approach closely resembles the Method of Moments approach explained in
Section 8.1.6.

7.1.2 Infinite PEC planes

It is very laborious to do the calculations in step 4 of the previous subsection if the outer
structure is complex, such as for horn antennas. However, for apertures in large ground
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(a) The equivalent problem with M, = E;x n (b) Resulting problem after imaging:

2 M, radiating in free space.
Solution valid for z > 0.

Figure 7.6: The PEC equivalent of an aperture in an infinite ground plane and the resulting feed
problem after imaging.

planes we may simplify both steps 4 and 5 considerably by using imaging, as follows (see
Fig. 7.6):

1. Assume that the PEC ground plane is infinite in extent and remove it by using imaging,
corresponding to replacing M, on the PEC by 2M, radiating in free space.
2. Calculate the radiation from 2M, in free space.

Note that this solution is only valid on the lit side of the plane PEC, i.e., on the side where
the magnetic sources are. On the shadow side the fields of the PEC equivalent are zero. In
the real problem the latter fields will be given from the form of the propagating modes inside
the antenna, that generates the aperture field.

The radiation field is now obtained directly from (4.48), (4.50) and (4.52) to be

1 .
E(f) = ;e_JkTG(f-) ; G(#) = 2C4I,,(¥) x 1, (7.1)
where L, (8) = [[ Mo()er"7ds ; M, () = Eo(r') x By, (7.2)
A
with the incremental source constant is Cy, = —jk/(4m) as before.

7.2 Virtual apertures in free space

By using the equivalence principal we can calculate the radiation field from known tangential
E- and H-fields over any actual or virtual surface in space. This fact may be used to construct
radiation field solutions originating from a convenient virtual surface around the antenna,
over which we are able to find an acceptable approximation for the fields.

For a lens (or reflector) antenna we may choose a virtual plane aperture surface in front
of the lens (reflector), enclosing the lens (reflector) and the feed in a virtual cylinder, see
Fig. 7.7b(c). The tangential field components can be assumed to be zero everywhere over
the virtual cylinder, except inside the circular plane aperture defined by the rim of the
lens (reflector). In this area, we may find a good approximation for the fields by using ray
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(a) Actual problem with main assumptions (b) Equivalent calculation model

Figure 7.8: Horn antenna with aperture surface coinciding with the wavefront of the aperture field.

techniques. In the calculation of the radiation field the aperture can then be regarded as an
aperture in a virtual closed surface, i.e., an aperture in free space.

We may also use the free space aperture approach to analyze some actual aperture antennas,
such as horn antennas. Then, we may avoid the complicated Method of Moments approach
described before?. We may do this in several ways. One way is similar to the case of the lens
and reflector apertures, using a virtual plane free space aperture in front of the horn. We may
also define a spherical aperture surface as shown in Fig. 7.8a. The rest of the closed surface
may be chosen arbitrarily, as we can simply neglect the contribution from it by assuming
zero fields there.

7.2.1 Free space and Huygens equivalents

When we have chosen the aperture surface, the aperture theory is developed by using the
free space equivalent described in Section 4.3.2, as follows:

2 This can be found in step 4 in Section 7.1.1 on page 232.
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1. Assume approximate forms of the tangential E-field E, and H-field H, over the aperture
in the virtual surface S. This assumption is normally based on a study of the fields
that propagate from a feed point inside an enclosed surface to the aperture.

2. Assume that the tangential components of both E, and H, are zero elsewhere over the
closed virtual surface.

3. Introduce the equivalent magnetic current M, = E, x n, and electric current J, =
n, x H, over the aperture, where f, is the outgoing unit vector normal to the aperture.

4. Calculate the radiation field from J, and M, in free space.

The calculated fields are valid everywhere except inside the virtual closed surface, which can
be chosen arbitrary, yet preferably close to the antenna. The accuracy of the calculated
radiation fields depends on the antenna type. For reflectors, lenses and arrays the approach
is only accurate close to the main beam, and very inaccurate behind the aperture plane. For
horn antennas with large apertures the approach is almost as accurate as the PEC aperture
model, and it is much easier to use.

Sometimes we may assume that the E- and H-fields in the aperture are related by the free
space wave impedance 7. This is in particular a good approximation if the aperture surface
coincides with the wavefront of the aperture fields and the aperture diameter is large in terms
of wavelengths. Then we have

nH, =10, x E, , and E, =—-n, xnH, .

This is the basic assumption of the Huygens equivalent, so we refer to it as the Huygens
approximation. This gives

nJ, =n, x nH, = —-E, , (7.3)

so that M, =E, xn, = —nJ, xn, . (7.4)

We see that J, and M, together become the Huygens source in Section 4.4.3 with f equal
to fi, in (7.4). Therefore, the radiation field can now be expressed by using the free space
formulas as follows

RN S
E(r) :fsj G, (1o 0, 8) e 7S (7.5)
G, (nJo, 0y, T) = Cr[nIs — (nJo - T)F — (nJy X ) X T] , (7.6)
where Jo=Ju(F) , R=|r—71|, Cy = —jk/4m

and where G, (nJa, 0., t) is the far-field function of the unit Huygens source. These expres-
sions are valid both in the radiating near-field and far-field regions. The simplified far-field
expressions become

1 o
E(r) = ¢ " G(#) ; G() = H G, (nJa, fg, 1)e/* ' D qg (7.7)
S

Note that the aperture’s normal vector varies over the integration surface S, i.e., i, = i, (r’),
except when the aperture surface is plane. Expresion (7.5) - (7.7) are well suited for numerical
integration.
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7.2.2 Plane apertures

If the aperture is plane, f, is constant independent of the source coordinates. Therefore, the
far-field function may be expressed as
GI)=CilI, - (I, -#)r — (I, xn,) x 1], (7.8)

J

where I, is the radiation integral

L = [[ nda()e = as (7.9)
A

and Cy = —jk/(4m). G(#) in (7.8) may be expressed more compactly by introducing the
dyadic Green’s function G, (#) of the Huygens source. Then,

where the far-field function G (nJ.,f.,#) in (7.6) for the Huygens source is expressed in
terms of the dyadic Green’s function G, (+) as

G, (13, 0, 1) = G, (InJ,, 0g, #) = nJ,1- G, () (7.11)

where nJ, = n.J,1.

From numerical standpoint, expressions in (7.8) - (7.9) have no particular advantages com-
pared to the more general expressions in (7.5) - (7.6). From analytical point of view, expres-
sions in (7.8) - (7.9) are clearly advantageous as we can reduce the radiation integral to a
Fourier transform.

7.3 Apertures in zy-plane

The equations in Sections 7.1 and 7.2 are quite general and desirable for making general
computer programs. We will now simplify the expressions for the case that the aperture is
in the xy-plane, in order to make the physical interpretation simpler, and in order to see
the difference between the PEC and the free space apertures more clearly. Moreover, the
aperture integral reduces to a double Fourier transform. This is more easily interpretable
than the original integral. It may also have an analytic solution, and it is also faster to
evaluate numerically. In this section we assume that the aperture field is given as

Bo(x) = B (0% + B, ()95 Hu= —2xB,. (7.12)
a

with the source coordinates r’ = z'x + 3’y over the aperture A in Fig. 7.9. This equation for

the H-field is based on one of the following two assumptions: either that there is one single

waveguide mode present in the aperture where 7, is the aperture impedance, or, that the

aperture is so large in terms of wavelength that n, = n = 377Q the free space wave impedance.

In what follows we restrict the analysis to the latter so that the equivalent electric current
becomes

nJe =2 x nH, = —E,(r') . (7.13)
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L —

Figure 7.9: Plane aperture with area A in xy-plane.

Now the electric current radiation integral in (7.9) becomes

IJ (f) = Eaz (kxa k;y)(_k) + an (kxa ky)(_y) ) (7~14)
where

B, (ky,ky) = jf B, (2, )l Fe® T kuv) gy’ gy (7.15)

B, (b, ky) HE oy el e R ) gt gyt (7.16)

with k, = kx -+ and k, = ky - . Correspondingly the magnetic current radiation integral
n (7.2) becomes

I, () = Eo, (ke, ky) (¥ % 2) + Ea, (ko ky) (X X 2) . (7.17)

We see that the radiation integrals have reduced to scalar two-dimensional Fourier trans-
forms. We will in the next two subsections find the form of the far-field functions for this
plane aperture case, for both the PEC and Huygens apertures, and we will compare the
resulting formulas.

7.3.1 PEC aperture and its incremental element factor

The far-field function of the PEC aperture is now obtained from (7.1) and (7.17) to be

G(#) = 20;[(%x x 2) X ]| E,, (k% - &, ky - F) 718)
+203[(y x 2) x £|E,, (k% - #,ky - ) . '

We see that each of the two contributions to the far-field function is written as a product of
two factors. The first factor is the far-field function of the incremental magnetic current, and
the second is the radiation integral over the E-field in the aperture. The latter is expressed
as a two-dimensional Fourier transform. Thus, the far-field function of a plane aperture is
obtained by Fourier transformation of the aperture field multiplied this by the element factor
due to the incremental magnetic current.

>

>

We may conveniently introduce the forms of the radiation field of the incremental magnetic
current source in polar coordinates as given in the equations and substitute v = x -t =
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sinf cos ¢ and v = y -t = sin 0 sin ¢, where the uv-coordinates were introduced in Section 2.3.6.
Then, we obtain,

G (0, ) = — 20} (cos 08 — cos 0 sin @) E,, (ksin 0 cos ¢, k sin 0 sin )

N - 7.19
— 2C}(sin @B + cos 0 cos pp) Eqy (ksin 6 cos ¢, ksin fsin ) . (7.19)
7.3.2 Free space aperture and its incremental element factor
Similarly for the free space aperture, by using (7.8) and (7.14) we obtain
G(E) = — Cp[x — (k- P)F — (% x 2) x #] By, (kx - £,k - ) (20)
~ Okl = (7 - 0)F = (¥ x 2) x ]E,, (k% - £, ky - £) | '

where E,, and E,, are the same as before. Both terms of this far-field function are also
a product of two factors, like in (7.18). However, the incremental element factors in front
of E,, and E,, are different. By studying Section 4.4, we recognize them as the free space
far-field functions of the incremental Huygens source polarized in negative x- and negative
y-directions, respectively. Substitution of the expressions for them in polar coordinates gives

z

G0, ) = — 20, cos?(0/2)[cos 8 — sin p@| E,. (k sin 6 cos ¢, k sin 0 sin ) (7.21)
— 20}, cos®(0/2)[sin 6 + cos @@]an (ksinf cos p, ksinfsin ) .

By comparing, we see that the only difference between the far-field functions of the PEC
and free space aperture models is due to the difference between the far-field functions of the
incremental magnetic current source and the Huygens source, respectively.

7.3.3 Power integration over aperture and maximum directivity

The total radiated power can be calculated from the power integral defined in equation (2.65)
by using
Geo(0, ) = G(t) - o™ (0, ) , (7.22)

Gxp(0,0) = G(F) - xp" (0, ¢) , (7.23)

where o™ and xp* are the unit vectors defining the co- and cross-polar radiation fields. The
power integral must be evaluated numerically. This can be difficult and time-consuming when
the aperture is large, because both the co- and cross-polar fields will have a lot of sidelobes
and may vary with .

However, when the Huygens approximation nH, = z x E, is used, the total radiated power
P,,a must be equal to the power passing through the aperture surface, so we may write

Praq = H %(Ea x H,) - 1dS = %}ﬂ |E,|2dS (7.24)
A A

and the so-called power integral defined in Section 2.3.8 becomes P = 2nP,,q. This aperture
integral is much easier to evaluate than the radiation intensity integral. Also it can often be



239 CHAPTER 7. RADIATION FROM APERTURES

evaluated analytically. The directive gain of the aperture becomes

47| Geo (0, ©)|?

DCO(67@) = P

(7.25)
The directivity at = 0° can be obtained from this by using G(¢) in (7.18) for the PEC case,
or (7.20) for the free space case. The result is the same for both cases and becomes

4 2
™
Do=7%e

[ Ban
A

/[ IBacs@ )P + | Eary @) da'dy’ . (7.26)
A

where FE,_,
inequality

=E, - c0"(0,0) and E, _, = E, - xp*(0,0). Let us now introduce the mathematical

axp
2

| JJ f@ gt y)dedy| < [[17(e.y)Pdedy [[ lg(,y)Pdedy
A A A

which results from Schwarz inequality [1, Section 16.35]. If we use this with f(z,y) = Ea., (z,v)
and g(z,y) = 1, we find that

2

‘ [[ Baca@' )i dy'| < A [[[ B, @y Pda’dy’
A A

where A is the area of the plane aperture over which E,(z',’) is defined. From this and (7.26)

it follows that the maximum value of D, appears when E,,, = 0 and E._, = constant over A.
This maximum is
4
Doy = FA . (7.27)

This is referred to as the mazimum available directivity or gain of the antenna, and we used
it already in Section 2.5.2 to define the aperture efficiency. Previously, in Section 5.1.5, we
showed that the directivity of a short dipole and the maximum effective area on reception is
related by the same formula. The latter is actually generally valid for all antennas.

We see from the above that the aperture power integrals are identically the same for PEC
apertures and free space apertures, whereas the radiation intensity integrals are not identical
as the radiation patterns are not equal. However, for large apertures the values of the
two radiation intensity integrals asymptotically approach each other and the value of the
aperture power integral. The most accurate result for the power integral is always obtained
by integrating the far-field functions, in particular if the aperture diameter is small.

For convenience in the analysis to follow in Sections 7.4 and 7.5 we will omit the incremental
element factors, and consider only the Fourier transforms.

7.4 Rectangular plane aperture

Rectangular horn antennas and waveguide slots have normally plane rectangular apertures.
For such cases the aperture distribution can be ideally linearly polarized in the same direction
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Figure 7.10: Rectangular plane aperture in the zy-plane.

over the whole aperture (if excited for linear polarization). In addition, the distribution is
often separable in 2’ and 3/, according to

E., (z',y) = A@")B)y for |2'| < a/2, [y'| <b/2, (7.28)
and zero for |z'| > a/2 and |y'| > b/2, where we have assumed y-polarization.

The far-field function is given by (7.18) or (7.20) depending on whether the aperture is in a
ground plane or in free space. The integrand of an is separable, so we can write

Eo, (kX -#,ky - #) = A(k% - ) B(ky - £) , (7.29)

where A and B are the one-dimensional Fourier transforms of the aperture distributions A(z')
and B(y'), respectively, over the aperture in Fig. 7.10. That is,

Ak,) = / A el dat'; B(k,) = / B(y)e™ v dy' . (7.30)
Thus, for a rectangular aperture distribution the radiation pattern will be determined mainly
by the product of the Fourier transforms of the aperture distributions in the xz- and y-

directions. In addition there is the incremental element factor of the magnetic dipole or
Huygens source, for the PEC and free space apertures, respectively.

7.4.1 E- and H-plane patterns

The E-plane patterns become

G, (0) = —2C,LA(0)B(ksin6)0 | (7.31)

G, (0) = —2C), cos®(0/2) A(0)B(ksin 6)6 |, (7.32)
for the PEC and free space apertures, respectively, and the H-plane patterns become

G, (0) = =20} cos A A(ksin ) B(0)@ (7.33)

G, (0) = —2C) cos?(0/2)A(ksin0) B(0)¢ , (7.34)

for the PEC and free space apertures, respectively. We see that the patterns of the PEC and
free space apertures are equal, except for the effect of the incremental source, i.e., the free
space Green’s function.
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Figure 7.11: Uniform aperture distribution in rectangular aperture.

7.4.2 Directivity and aperture efficiency

For the rectangular aperture the aperture power integral becomes

a/2 b/2

P = 2P ~ / A(')Pda’ / B2y . (7.35)
—a/2 —b/2

By which the directivity becomes separable according to

4
Do = Faeﬁ‘beff 5 (736)
a/2 2 a/2
where Qoff = / A(z")dz'| / / |A(2")|?d2’ 5 (7.37)
—a/2 —a/2
b/2 2 b/2
best = B(y)dy' /{/ |B(y/)|2dy'} ; (7.38)
—b/2 —b/2

are effective aperture diameters. In the same way it can be shown that aes < a and by < b3.
Therefore, we may introduce the aperture area A = ab and write

47

DU = FeapA 3 eap = emey ) (739)

where e,, < 1 is the aperture efficiency. This is separable in two terms as shown, where

€r = Qeft/Q ; ey = ber /b . (7.40)

7.4.3 Uniform aperture distribution

The maximum aperture efficiency e,, = 1 and the corresponding maximum directivity appear
when the aperture distribution is uniform in both planes as shown in Fig. 7.11, i.e.,

A" for |2'| < a/2,

r)=1
7.41
By)=1  forly|<b/2, (741

3 This achieved by Schwarz inequality as used in Section 7.3.3.
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Table 7.1: Radiation characteristics of uniformly illuminated rectangular aperture in the principal
planes when b > A.

Topic Location Relative level
First null 0 = arcsin(A/b) —oodB
First sidelobe 6 = arcsin(1.5\/b) —13.2dB
3dB half beamwidth | 0 = arcsin(0.445\/b) —3.0dB

and zero elsewhere. In this case the Fourier transforms of the aperture field become sinc
function, resulting in

. U2k in(kasin 0 2
A(k sin 0 cos @) — / edk (x'r)dxl _ aSIHk( a.su; CcoSs g&/ ) , (742)
—a/2 asin g cos p/2
Bk sin Osin o) /b/2 kY (55) gy bsin(kbsinGsingp/?) (7.43)
5in 6 sin @) = = . .
sy _b/2€ 4 kbsin 6 sin ¢/2

The characteristics of the radiation pattern in E-plane are found by studying (7.31) - (7.32)
with B given in (7.43). We see that the location of the nulls in the pattern is determined by
kbsin0/2 = ir where ¢ = 1,2,.... The sidelobe maxima are determined by kbsin0/2 = 7/2 + im
where ¢ = 1,2, .... The results are summarized in Table 7.1. The characteristics are the same
in H-plane. The sidelobe levels in the table are only correct when the incremental source
factor does not contribute significantly. This condition holds when b > X for the E-plane and
a > X for the H-plane.

Eq. (7.43) represents a universal radiation pattern for all uniformly illuminated apertures with
diameters b when plotted against (b/A)sin®, which is done in Fig. 7.12%. The corresponding
radiation pattern when B(y') = cos(wy’/b) for |y'| < b/2 is plotted for comparison. The
latter aperture distribution, which corresponds to the H-plane distribution of an open-ended
waveguide, gives broader main beam and lower sidelobes.

The total radiation patterns including incremental source factor in (7.31) - (7.34) are plotted
in Fig. 7.13* for a = b = 8\. We see that for the PEC aperture the magnetic current distri-
bution in the aperture makes the sidelobes in E-plane higher than in H-plane. Note that we
cannot calculate any radiation pattern behind the aperture plane, i.e., for |§| > 90°, which
by definition is a null-field region when using the present PEC equivalent. For a free space
aperture the Huygens source makes the patterns equal in E- and H-planes, and the formulas
can be used even behind the aperture plane.

Fig. 7.14 shows a contour plot*. We see that the sidelobes are located in the principal planes
with very low levels in between them. This is typical for rectangular apertures and a result
of the separability of the aperture distribution.

4 There exist MATLAB code for all figures of which the caption start with *.
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Figure 7.13: *Examples of radiation patterns for uniform field distribution over a square aperture
in an infinite ground plane (in E- and H-planes) and in free space (in both planes). The aperture
diameter is 8.
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Figure 7.14: *Universal contour plot of the radiation pattern of a uniform field distribution over a
rectangular aperture. 5dB contours down to —35dB. The aperture diameters are a and b in the zz-
and yz-planes, respectively. The maximum level in the center of the main beam is 0 dB.

7.5 Circular aperture with BOR1 excitation

Conical horn antennas and many reflector antennas have circular apertures, as shown in
Fig. 7.15. When they are excited for a y-polarized BOR; type radiation, the aperture fields
are of the form

E.(p,¢) =[E,(p)sing'p + E, (p') cos ¢’ @] for p' <d/2, (7.44)

where d is the aperture diameter, p’ is the unit vector in the radial p’-direction with r’' =
p'p = p'(cosp’x+sing’y), and E,(p') and E, (p') are the aperture distributions in the E- and
H-planes, respectively. By introducing % = cos¢’p’ — sin¢’®’ and y = sin ¢’ p’ + cos ¢’'@’, this
can be written

Ea(p',¢') = Ea, (¢, ¢")y + Ea, (0, ¢)% (7.45)
Where an (pl’ Sﬁl) = ECO450 (p/) - EXP45O (pl) COS(QSO/) (746)
and Ea,(p',¢") = Exp,,0 (p') sin(2¢) (7.47)
. 1
with ECO450 (P/) = 5 [EE (pl) + EH (p/)] (748)
1
and Expiso (0) = 5 [Es () = By ()] (7.49)

are the co- and cross-polar aperture fields in the 45°-plane. These BOR; relations for cir-
cular apertures in cylindrical coordinates can be derived in the same way as the corre-
sponding relations in the spherical (6,¢) coordinate system in equations (2.83)-(2.87) in
Section 2.4.2.
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Figure 7.15: Circular plane aperture in zy-plane

7.5.1 Aperture field and far-field function

If the aperture is large, the radiation field is given by (7.18) or (7.20) with
/2 pon o
Bo,(kiky 0= [ [ L) g (7.50)
o Jo

d/2 2 .
E, (kx -t ky 1) = / E., (p, @)™ Pty pldp (7.51)
0 0

obtained from (7.15) - (7.16). The ¢'-integrals can be evaluated analytically by introducing
the z- and y-components of p’ and &, which give
~/

p' -t =sinf(cos ¢’ cos p + sin ¢’ sin p) = sinf cos(p — ¢’) (7.52)

and using (see Appendix E)
27 o, ,
/ gIkp’ sin0cos(o—¢") g 0 — 21 J, (kp'sin @) |
0
27 o, ,
/ cos(2¢)ehr sindeosle=e) g — o cos(2¢).J, (kp' sin )
0
2m o ,
/ sin(2¢")e’*? sinfcos(¢'=¢) g/ = _or sin(2¢p)J, (kp' sin0) |
0

with J, and J, the zeroth and second order Bessel functions, respectively. Then, for the free
space aperture we finally obtain

E,, (kX 1,ky - £) = E,,(0,0) = Ecoyyo (0) — Exp,,0 (0) cos(2¢) (7.53)
E, (k% #,ky 1) = Eo, (0, ¢) = Exp,.. (0)sin(2p) , (7.54)
~ /2
where Feouo(0) = 27r/ FEeo,so (p")J, (kp' sin@)p'dp’ , (7.55)
0

) d/2
Eyp,.o (0) = —27r/ Expyso (p)) T, (kp' sin@)p'dp’ . (7.56)
0
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If we introduce a normalized radius variable p = p'/d in the above two expressions, we get
them in the universal form

. V2
Eeo,.. (0) = 2md® i Eco,.o (p)J, (kpdsin 0)pdp , (7.57)
~ 1/2
Eyp,..(0) = —2nd? i Exp,.. (p)J,(kpdsin0)pdp (7.58)
where Eeo,., (p) and Exp,., (p) are the aperture distributions as a function of the normalized
aperture radius. The universal form allows us to calculate general radiation patterns and
study them for different types of aperture distributions. These pattern shapes become in-
dependent of the aperture diameter d if they are plotted as a function of kdsinf. The total
far-field functions of the PEC and free space apertures are found by using (7.18) and (7.20),
respectively, together with (7.53) - (7.56). We find that the co-polar far-field function of the
free space aperture in the 45°-plane is proportional to

Geoyo (0) = Eeo,.o (0) cos*(0/2)

and the cross-polar to

Gxpyao (0) = Exp,.. (0) 6082(0/2) .

7.5.2 Uniform aperture distribution

When the aperture distribution is entirely co-polar with constant amplitude and phase we
have

Ecopo =1 for p < d/2 (7.59)
and FExp,.. (p) =0. Then, we get
} d/2
Feo,..(0) = / J, (kpsin@)pdp . (7.60)
0
If we substitute ¢t = kpsin6 and use
T
/ J, (O)tdt = T, (T) | (7.61)
0
we get the co-polar radiation pattern
- 27 kdsin8/2 J, (kdsin6/2)
Eeo . (0) = ——— J (Otdt = 2n(d/2)? 2121 7.62
45 ( ) (kSHl@)Q/O O() 7T( / ) kd81n9/2 ( )
This has a maximum of 7(d/2)? for # = 0. The directivity becomes
4 9 rd\?

The universal radiation pattern is plotted in dB in Fig. 7.16 together with that of a circular
aperture having a J, (k,, 2s’/d) distribution, where k,, = 2.405 makes the aperture distribution
zero at p’ = d/2 *. The latter aperture distribution will be treated in details in Section 8.8.
The location and relative level of the first null, the 3dB beamwidth, and the first sidelobe,
are shown in Table 7.2. This can be compared to Table 7.1 for rectangular apertures. The
sidelobes are circular lobes around the main beam as seen in the contour plot in Fig. 7.17*,
to be compared to Fig. 7.14 for rectangular apertures.
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Figure 7.16: *Universal radiation patterns of circular aperture with uniform and tapered aperture
distributions. The tapered aperture distribution is the zeroth order Bessel function with a null at
the rim.
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Figure 7.17: *Universal contour radiation pattern of circular aperture with uniform aperture dis-
tribution. 5dB contours down to —35dB.
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Table 7.2: Radiation characteristics of uniformly illuminated circular aperture in the principal
planes when d > A.

Topic Location Relative level
First null 0 = arcsin(1.2)\/d) —oc0dB
First sidelobe 0 = arcsin(1.65\/d) —17.6dB
3dB half beamwidth | # = arcsin(0.51\/d) —3.0dB

7.5.3 Gaussian aperture distribution

The Gaussian aperture distribution is of interest because its far-field function has Gaussian
shape as well, see Fig. 7.18. We consider a plane free space aperture extending to infinity,
with a y-polarized aperture distribution of the form

E.(p) = e~ P/re)’y = ¢=(@'/pa)* =W /p0)?, | (7.64)

pa is referred to as the 8.7dB radius or the 1/e radius because the field at p = p, is 1/e or
8.7dB less relative to the field at p = 0.

The extent of the aperture is infinite, so we may choose either to analyze it as a rectangular or
circular aperture. We choose the former because the integrations are simpler. The aperture
integral function becomes separable as in (7.28), so

E,, (kx-t,ky-t) = A(kx-#)B(ky - 1) , (7.65)
with A(kx - 1) = / e~ (@' /pa)? gika'% 2 gt (7.66)

and correspondingly for B(ky - ). The exponent of the integrand can be simplified as fol-

lows 5 2 2
/ ! 1 1
Further, we may use
/ e~ =1 192t — /7 pa

to obtain

A(kx -t F $kpa%-t) )
B(ky - ¢ \/7 $kpay-F)
If we introduce

(%x-1)2 + (y-1)% = (sinf cos )2 + (sin O sin p)? = sin? 9 |,

the aperture Fourier transform factor becomes

BE(k% - #,ky - ) = B(0) = mpe 5" 0/sin* b, sinf, = 2/(kpa) , (7.68)
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Figure 7.18: *The Gaussian aperture distribution (left) and its radiation pattern (right).

where 6, is the 8.7dB half-beamwidth. The total far-field function is found by using this
in (7.18) or (7.20) for the PEC or free space apertures, respectively. The power integral over
the aperture becomes

P = 2P = [[ [Bul?da’dy’ = 2 / e 201 g = Zp? (7.69)
Ry 0

which was obtained by using the known integral
. 1 _,
/:ve_"Lde = —56_"L2 +C.

This gives the directivity

_4nG@) g dm,

8
=2 2kpa )’ =
0 20 Prad xz"Pa (V2kp)

—_— . 7.70
sin? 6, ( )
We see that the effective aperture area becomes Aeg = Dy\?/4r = 27p2. The radius of this
effective aperture is equal to v/2 times the 8.7dB radius p,. The radiation pattern in dB

decreases uniformly with 6 according to
20log |G(0)/G(0)| = 201og |E(0)/E(0)| = (sinf/sinf,)? - (—8.7dB) ,

where we have neglected the #-variation of the incremental element factor. Thus, the Gaus-
sian aperture distribution has a radiation pattern in dB which decreases quadratically with
increasing sin @. This property makes the Gaussian beam a plausible approximation to most
main beams of pencil-beam antennas. The ideal Gaussian radiation pattern has no sidelobes.
If the aperture is finite, the Gaussian aperture distribution is truncated, and sidelobes will
appear in the radiation pattern.

7.5.4 Tapered aperture distributions

In practice the aperture distribution will be tapered to a finite low value at the aperture rim.
Generally, a tapered aperture distribution will reduce both the sidelobes and the aperture
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efficiency, compared to that of a uniformly illuminated aperture. Therefore, in antennas
where the aperture distribution can be chosen, e.g., in dual-reflector antennas and large
arrays, it is often chosen as a compromise between high efficiency and low sidelobes. As
an example we consider the truncated Gaussian aperture distribution, which over a circular
aperture has the form

—(p/pa)’y f d
_J e y or p<d/2
Ea(p) = { 0 for p>d/2 (7.71)

The aperture illumination taper is defined by —20log|E.(d/2)/E.(0)]. Fig. 7.19 shows the
universal radiation patterns for different aperture illumination tapers, and the aperture ef-
ficiency as a function of the aperture taper*. The results have been produced by numerical
integration of the radiation integral in (7.57).

7.6 Gaussian beam

The purpose of this section is to study the Gaussian aperture distribution in more details
by including a spherical phase-front in the aperture. This will give us the equations used to
transform a Gaussian beam from the near-field to the far-field.

In order to find the near-field of the Gaussian aperture distribution we need to evaluate the
near-field radiation integral in equations (4.37) and (4.39) in Section 4.2.1. These integrals
are for the Huygens equivalent of the form (for kR > 1)

o . e kR
E(r) = Cj, ﬂ[n.]a — (I, R)R— (nJ. x 2) x R] da'dy’ (7.72)
A
where R = R/R with
R=r-1v'=(-2)%+@y—-y)y+2z, R=\/(z—2)+({y—y)+22.

Let us consider observation points close to the axis, so that the parazial approrimation may
be used, i.e.,

R~z and R=z (7.73)
in amplitude factors and
1
Rzt o lw=a)+ (v —y)] (7.74)
in phase terms. Then,
1 . . 1 ’ ’
E(r) ~ —2C),—e 7** ﬂ Eo(2, y)e %3 =2+ g/ gy (7.75)
z
A

In order to generalize it we assume that the Gaussian aperture field has a spherical wavefront
with curvature C, i.e., (see Fig. 7.20)

Eq(2,y) = Bye ™ /riemiksCery (7.76)
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wavefront

Figure 7.20: Gaussian aperture distribution and its phase center.

where E, is a constant and p, is the 8.7dB radius in the aperture. The quadratic phase term
is seen to represent a spherical phase-front from the following expansion of R, which is valid
under the paraxial approximation,

R= L2+ p? =L+ [p?/(2L)] for p) < L, (7.77)
where z = —L is the center of the sphere, so the wavefront curvature is C, = 1/L. The
aperture integral is separable in x’ and 3’, and the former of these factors becomes

oo
I, :/ e (@' /pa)?—jka'/(2L)—jk(z—a")?/(22) g (7.78)

The ¢ integral gets a similar form. It is rather laborious to solve (7.78) analytically, yet, it is
possible. The result is simple and given in the next subsection. It can for all z be expressed
in the same Gaussian form as the original aperture distribution. Therefore, the resulting
expression valid for all z is referred to as a Gaussian beam. It is also possible to show that
the Gaussian beam is a field solution in free space under the paraxial approximation by
directly inserting the results below into Maxwell’s equations.

7.6.1 (Gaussian near-field

For all z the Gaussian beam can be expressed by

E(r) = E, Tf(’z)e—p"’/wznze—jkéc<z>p2em<z>e—my , (7.79)

where r = pp + 2z and

p(2) = V(pait(2))? + (po (2))? (7.80)
is the 8.7dB radius of the beam at r = z,
L ( pai ?
+= (pdf(z)> (7.81)
z \ p(2)
is the wavefront curvature at r = z, and

6(2) = 5 — arctan(pg () paie (=) (7.82)

1
(L+2)

C(z) =
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Figure 7.21: Cross section of GO cone and diffraction cone.

is called the phase slippage and represents the phase in the center of the beam at r = 2
relative to the phase at 2 = 0, when the propagation phase —kz has been removed. In these
equations

pait(z) = 22/ (kpa) (7.83)

is the diffraction cone radius, and
Pao(2) = (2 + L)pa/L = (1 + Cy2)pa (7.84)

is the Geometrical Optics (GO) cone radius. Both these expressions are explained in the next
paragraph.

paif defines a conical surface with its vertex in the aperture at = = 0. The cross section is
shown in Fig. 7.21. The cone angle is inversely proportional to the wavelength divided by
the aperture radius p,, in the same way as the width of the far-field radiation patterns based
on aperture diffraction, see Section 1.3.2. Examples are the radiation patterns of aperture
distributions with constant phase, shown in Fig. 7.12, 7.16 and 7.19. Therefore, we refer
to pai(z) as the diffraction cone radius. Similarly, p.,(z) defines a cone with its vertex in
the point z = —L and with the cone angle proportional to p,/L. This corresponds to a GO
continuation of the aperture field®. Therefore, we refer to p.. (2) as the GO cone radius. We
will discuss these two contributions to the beam radius in more details in Section 7.6.4 and
Section 7.6.5.

The Gaussian beam formulas have been implemented in a MATLAB code which can be used
to produce numerical versions of the curves in Fig. 7.22.

7.6.2 Phase center of Gaussian beam

It is possible to find the phase center of the Gaussian beam at any z location by using the
wavefront curvature C(z). The phase center is, according to Section 2.3.7, the center of
curvature of the wavefront. The radius of curvature is given by Ryc(z) = 1/C(z), so therefore
the near-field phase center location for the wavefront at a distance z from the aperture

becomes )

Zpe =2 — Rpe(2) = 2 — Bk (7.85)
Using the above equations we get
2pe = —L(pao (D) | (0(2) + Z(pae(2)?| = ~L(pao (2)2/(p(2))? - (7.86)

z

5 See also Section 1.3.2.
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The latter simplest formula for 2z, is actually quite accurate and very useful. It tells us that
the phase centre is at the aperture z = 0 when the diffraction cone radius paif(z) dominates
over the GO cone radius pg, (2), and at z = —L when pg, (2) > pair(z). Both of the two cone
radii pait(2) and pg, (2) vary linearly with distance. The former diffraction cone is zero in the
aperture and increases linearly with z, whereas the latter GO cone is zero at z = —L which
is the centre of curvature of the phase front at z = 0. It varies also linearly with increasing
z, but the slope depends on the sign of L, i.e., on whether the phase-front is concave (L
negative) or convex (L positive) in the aperture plane. See also Fig. 7.22 and the following
subsections.

7.6.3 (Gaussian far-field

In order to find the expression for the far-field we introduce the 8.7 dB beamwidth

. p(2)
where Oait = 2/(kpa) and Ouo = Pa/L (7.88)

(both in radians) are the beamwidth contributions due to aperture diffraction and GO trans-
mission, respectively. These choices of 8, 84ir and 0, in radians will make the result more
valid and usable for broad beams than the alternative choice based on

z—00 z

tanf, = lim (p(z)) = \/tan2 Oaif + tan® O, .

By foregoing choices the formula for 6., corresponds to measuring p, as the length along a
curved wavefront and not radially along a straight line. The phase center is located at

Zpc = —L(9G0/90)2 .

Furthermore, when z approaches infinity we may use

2 2
and C(z) =1/(z — zpc) = (1/2) + (ZpC/ZQ) )
to obtain
1 1 1 1 1
z+ 50(2)p2 ~z+ §C(z)2292 ~z+ 5292 + izpCHZ N+ §ZPC92 ,
which is valid for small #s. This gives the far-field
1 —jkr -
E(r) = e TR G(T) (7.89)

and the far-field function

G(f) = B, L0 I3 it (7.90)

0

with oo = —arctan(faic/0,,) - (7.91)
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The G(¢) in (7.90) and that resulting from (7.68) should be equal for L — co. Although
they are not the same, the differences are small for small § and are explained by the paraxial
approximation used in the derivation of (7.90). Note that 6, = 2/(kp,) when L — co. It
is clear that the beamwidth has increased compared to that in (7.68), due to the spherical
phase in the aperture, with the factor

90 wi ase error 921 + 02
)with ph _ m: 1+ (A0)2 (7.92)

1 ( g)without phase error dif
where A¢ = (kp?)/(2L)
is the phase error at p = p, in the aperture. The corresponding directivity reduction is 1/¢>.
This can also be found by comparing G(#) resulting from (7.68) with G(#) in (7.90) as follows.
The power integrals in the aperture are equal if £, = 1 and p, = p,. Therefore, the ratio
between the directivities (i.e., the phase efficiency) is

(Do)with phase errors _ pa/00 2 _ 2 ? . egif
0,

(DO )without errors QCMT,OZ kpa o

2
1 s (7.93)
_ 2

q
where the expansion (1 +z)™! =~ 1 — z for small x was used to get the final expression. This
equation is actually quite general. Phase errors in the aperture cause a gain reduction and a
broadening of the beam. For arbitrary but small phase errors, it can be found that the gain
reduction is given by the same formula 1 — A¢? with A¢? the mean square phase error around
the mean phase error, both averaged over the aperture, with the amplitude of the aperture
distribution used as weighting factor in the averaging process, see Eq. (9.91).

7.6.4 Aperture diffraction by constant phase aperture

When there is a plane phase-front in the aperture, i.e., L = oo, the 8.7dB beam radius varies
from p, in the aperture to

_ 2z
_kpa’

p(z) = V/(pait(2))? + p2 ; pait (2) (7.94)
at a distance z from the aperture, see Fig. 7.22*. This result is qualitatively valid for all
aperture distributions with constant phase. The radius of the beam is approximately equal
to the aperture width p, in the near-field region 0 < z < wp2/\ ~ D?*/\ where D = 2p,.
This is a result of GO transmission of a wave with plane phase-front. In the far-field region
the beamwidth starts to increase and approaches a linear increase with z, in a way that the
angular extent becomes constant and is given approximately by 6, = \/(7wp.) =~ A\/D. This
effect is commonly referred to as aperture diffraction.

7.6.5 GO radiation from aperture with strongly curved wavefront

When the phase-front of the aperture field curves so much that the phase error at p = p, is
much larger than 60°, i.e.,

Do)~ 6(0) = kpA/QL) > 1, ie, L skol, (7.95)
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Figure 7.22: * 8.7dB beamwidth of Gaussian beam as a function of distance from the aperture.
(a) Constant phase aperture. (b) Spherical phase aperture.

we see that the beam radius changes with increasing z according to

p(2) & pgo(2) = (2 + L)pa/L . (7.96)

Thus, the beam diverges linearly with increasing z already from the aperture plane. The
angular beamwidth is constant and equal to 6, = po/L. The phase errors in the aperture are
spherical. They may, e.g., originate from the far-field of an antenna located at z = —L, as
the far-field always has a spherical phase-front. If the phase errors are sufficiently large the
beam simply continues to propagate through the aperture in the same way as it did to come
to the aperture.

The equations in Subsection 7.6.3 are approximately valid also for broad beams resulting
from strongly curved phase-fronts in the aperture, provided p, is measured along the curved
phase-front and not in the aperture plane. The GO transmission dominates in this case
for which the beam has the same angular extent at all radial distances from the spherical
aperture, when measured from the center of curvature of the wavefronts. See Fig. 7.22 and
Fig. 7.23™.
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Figure 7.23: *Illustration of Gaussian beam: (a) Plots of GO cone, diffraction cone and 8.7dB
beamwidth. (b) Contour plot of the same case.
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7.6.6 Alternative expressions for Gaussian beam parameters

The Gaussian near-field beam as expressed by the equations (7.79)-(7.84) are easily inter-
pretable by introducing the diffraction and GO cones. However, it is also possible to express
the beam parameters conveniently by means of the beam waist pni, and the beam waist
location zpmin, see Fig. 7.24. Then, the equations become simpler. The beam waist is the
narrowest 8.7dB radius p(zmin) = pmin along the beam. This can be found by requiring that
9p(2)/0z = 0 with p(z) given by Eq. (7.80). This has the solution

Zmin = —LQZO/(H(%H + 920) s (797)

where 64;r and 0, are the same as in (7.88). This location is for positive L behind the
aperture, where the field solutions are not valid. Still, z,;, defines where the beam waist
would have been located if the Gaussian beam had been continued for negative z. When L
is negative, zpyi, is in front of the aperture. After zp;, has been calculated, the beam waist
Pmin = p(zmin) 18 easily evaluated from (7.80).

Now we may introduce the confocal distance
2o = TPhan/ A (7.98)

which corresponds to the far-field distance D?/\ of an aperture with diameter D = /7 pmin.
Then, (7.80)-(7.82) simplify to

2
Z — Zmin
ﬂ(Z) - pmin\/1 + (Z) 3

C() = 2= 2min) (7.99)

(2 — Zmin)2 + 22’

¢(z) = arctan (z—zmm) + arctan (Zmin> :

Zec Ze

Therefore, if we first calculate the location and radius of the beam waist from the aperture
field parameters p, and L, we can use the simple formulas in (7.99) to calculate the beam
radius and center of curvature at any location z.

7.7 Complementary comments

Beams are often used to expand the field radiated by an aperture. A number of different
type of beams have been introduced in the literature, the most popular of which are listed
below

o Gaussian Beams (GB)

« Higher order Gaussian-Laguerre Beams (GLB) beams
« Higher order Gaussian-Hermite Beams (GHB) beams
« Bessel Beams (BB)

« Gaussian-Ray Basis Functions (GRBF)

o Complex Source Points (CSP)

« Complex Conical Beams (CCB)
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aperture

Figure 7.24: Continuation of Gaussian beam for negative z and illustration of location of beam
waist. The dotted lines show the GO and diffraction cones when drawn from the original aperture
at z = 0, and the solid lines show the GO and diffraction cones when drawn from the beam waist at

Z = Zmin-

GB [3]-[4], i.e., those treated in the previous section of this chapter, are the most commonly
used, especially for representing fields radiated from conical corrugated horns and from re-
flectors. GB satisfies Maxwell’s equations only in the paraxial region, namely close to the
axis of propagation, but they may sometimes in practice work well to describe fields out-
side this region as well. GLB or GHB [5]-[6] deal with expansions around a preferred axis
of propagation with the higher order terms representing the off-axis variations. They have
the advantage of constituting an orthogonal set, and they are often used as basis for a mode
matching technique. GLB and GHB are more suitable for describing rectangular and circular
apertures, respectively. Their descriptive capability relaxes but not removes the restriction
to the paraxial region, and this produces slow convergence when describing far out-of axis
lobes.

In Fourier Optics, the field is often represented by a discrete spectrum of Bessel Beams
(BB) [7]. BB are quite similar to GHB, but in spite of the latter they do not diffract as they
propagate, thus exhibiting a non-physical behavior in the far-field region. However, they are
useful in near-field and laser beam representations.

In contrast to the previously described GB plus higher order beams, which can provide a
global description from an aperture, Gabor-type (or phase-space) expansions [8] and [11]
provide a local far field (aperture field spectrum) description. The field is expanded using
a lattice of beams that emerge from a set of points in the aperture plane and propagate
from each point in a lattice of directions. The beam amplitudes are determined by the local
radiation properties (local spectrum) of the aperture near the lattice spectral points. This
beam representation can be viewed as a “local” expansion of the aperture field spectrum.
It is seen that for off-axis observations, the localized nature of the spectral elements implies
more rapid convergence than with global expansions [12].

In the Gabor-based Gaussian beam expansion, the basis set is complete. This poses a restric-
tion on the choice of the spatial and spectral resolutions. The Gabor-frame scheme in [8]-[9]
(termed there “windowed Fourier transform frame”) relaxes this restriction by using over-
complete sets of GB’s, thus enabling the user to choose the spatial and spectral resolutions
so that they best fit the local properties of the source distribution. Furthermore, the flexi-
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bility gained by using the over-complete frame expansion allows an efficient representation
of ultrawide band (UWB) fields [10]-[11].

GRBF [13]-[14] are used to locally match the far field as in the Gabor expansion; however,
they have more degrees of freedom. This is obtained by introducing an empirical extra
parameter to a conventional Gaussian beam, in order to manually control beam width at a
given distance from the source.

An alternative to the global expansion is represented by Complex Source Points (CSP) ex-
pansion [15]-[17]. A spherical wave of type e /**/R with R = \/(r —r/) - (r — ¢’ respects
the wave equation also when the center of phase is formally displaced in a complex space
r' =r, — jb. The waveform obtained by this complex displacement is called CSP. After the
analytical continuation, the complex distance R is a multivalued function which respect to
the radiation conditions if ®(R) > 0. R can be equal to zero, and therefore the field is singular
on a disc of radius |b| orthogonal to b and centered in r,. In the half space (r —r,)-b >0
the CSP has a behavior quite similar to a GB propagating along b with waist |b|. CSP differs
from a GB only far from axis and close to the disk of singularity (where the GB is regular).
We emphasize that the GB is an approximate paraxial solution of the wave equation, while
the CPS is an exact solution of the wave equation.

CSP have been used for expanding space domain Green’s functions for layered dielectric
media [18] and [21]. To this end, the spectral Green’s function is represented in terms
of exponentials by using GPOF method, thus leading to the CSP expansion by using the
Sommerfeld integral. A similar technique is used to regularize the Kernel of 3D integral
equation [20].

A complex source representation of an arbitrary source field inside a spherical region is based
on the complex Huygens’ principle. This was first proposed in [21], where an exact CPS
expansion for arbitrary fields is presented in which the beams are launched from a single
point in space and their coefficients are determined from the radiated field on a sphere in
real space. In [20] the CPS expansion is obtained first by constructing equivalent currents
on a spherical surface using the spherical wave expansion of the original sources, thereafter
by extending the surface in complex space to obtain a continuous equivalent distribution
of CPS, and finally by properly sampling the continuous distribution to obtain a discrete
expansion.

The Conical beams introduced in [21] present a selective concentration of energy around the
surface of a cone, and their representation rigorously satisfies the wave equation. An aperture
field representation of these beams is generated in a natural way starting from the spectral-
domain radiation integral, by expanding the electric field spectrum in a Fourier series, and
by approximating the obtained Fourier series coefficients by a sum of complex exponentials
using the generalized pencil-of-function method. This transforms the radiation integral to a
simpler form which can be evaluated analytically.

7.8 Exercises to Chapter 7

1. Quadratic apertures in PEC and free space: Consider two quadratic radiating apertures,
one located in a PEC ground plane, and the other located in an aperture plane in free space.
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Assume that the aperture fields in both cases are uniformly distributed over the aperture, i.e.,
N 1.
Ea(xvy) :Eoy ) Ha(x7y):75E0X )

for |z] < a/2 and |y| < a/2 where 7 is the free space wave impedance and ¥ is the direction
of the polarization. Write down the expressions for the far-field functions for both apertures.
Find the expressions for the co- and cross-polar far-field functions for the two cases for a
desired linear y-polarization. Assume that a = 3X\.What are the levels in dB for the relative
cross-polar field at € = 10° and @ = 20° in the ¢ = 45° plane for each of the two cases? Find
the levels in dBi for the relative sidelobe envelopes of the co-polar field at § = 90° in the
@ = 0° and 90° planes for both apertures.

Cross-polarization for PEC apertures: Consider the PEC aperture in exercise 7.1. Derive
an expression for the location of the first sidelobe in the ¢ = 45° plane, and find an expression
for the relative level of it in dB. How does the level vary with increasing a.

Cross-polarization due to aperture field: Consider the same two apertures as in exer-
cise 7.1, with the same desired polarization. Assume that the aperture field is now

1 1
Ea = Coy + Exp)A( 5 Ha = _EECO)A( + EExpy .

Assume that Fyxp = 0.005F, and Fc¢, = const, and derive the expressions for the co- and
cross-polar radiation patterns of both apertures. What is the relative cross-polar level of the
radiation pattern for 8 = 0°? What are the cross-polar levels at § = 10° and 6§ = 20° in the
¢ = 45° plane for the two cases, relative to the co-polar level in the same direction? What is
the axial ratio of the resulting elliptical polarization at the same angles?

Circular apertures in PEC and free space: Repeat exercise 7.1 for a circular aperture
of diameter d = 3\ and uniform co-polar aperture distribution.

Location of beam waist: Derive the formula for the beam waist Whin and its location zmin
relative to an aperture with a given wavefront with center of curvature at z = —L.

Focussing of Gaussian beam: Consider a Gaussian plane wave (propagating in negative
z-direction) with 8.7dB width D/2 which hits a parabolic reflector with focal length F. After
reflection from the paraboloid (located at z = 0) the Gaussian beam gets a wavefront curvature
1/F. Where would you expect the beam waist to be located? Compare this with the actual
expression for the location of the beam waist. How does the beam waist vary with F//D for a
large D? Calculate the beam waist when F' = D = 10\ and when F' = D = 20\.

See the exercises about arrays of open waveguides and small aperture in Chapter 10.
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Chapter 8

Horn antennas

Horn antennas are often used at microwave frequencies. Their sidelobes and directivity can
be easily and accurately predicted. They often have low sidelobes and can have relative
bandwidths up to 1.8. Furthermore, they are normally easy to manufacture in small or
moderate sizes. However, if the frequency is low or the required directivity is large, they
become large and heavy compared to, e.g., reflector antennas. Horn antennas are commonly
used as standard gain horns and as feeds for reflector antennas. They find also application
as elements in array antennas. Some examples of horn antennas are shown in Fig. 8.1.

The horn antenna is easily fed from a rectangular, quadratic, or circular waveguide. It is
most often designed to have a straight flare from the waveguide opening to the aperture,
through which the modal field in the waveguide is transformed to the corresponding field
in the aperture. In this chapter we first explain the different methods used to analyze horn
antennas. Then, we study horns which are flared only in E-plane or H-plane, referred to
as E-plane and H-plane sector horns, respectively. Thereafter, we treat the pyramidal horn,
which is flared in both planes, and the conical horn with a circular aperture. We also describe
corrugated pyramidal and conical horns. In all cases we show how the aperture field can be
constructed from the appropriate waveguide mode.

= ,
3 v"' %
E-plane sectoral horn H-plane Pyramidal Conical

Figure 8.1: Examples of horn antennas.
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Figure 8.2: Open waveguides.

8.1 Calculation methods

Here we describe the different analytical and numerical methods that are used to model horn
antennas. The first four approaches in Subsections 8.1.1 - 8.1.4 are based on approximat-
ing the aperture field by using the basic propagating mode inside the horn, and thereafter
using the PEC or Huygens equivalent to calculate the far-field function. The approach in
Subsection 8.1.5 is based on a numerical calculation of the aperture field using the mode
matching technique, and thereafter using the PEC or free space equivalent. This approach
can be refined with a Method of Moments (MoM) solution for the outer structure. Finally,
in Subsection 8.1.6 we describe how the Method of Moments can be used to calculate the
physical currents along the axial cross-section of the complete horn antenna when it is excited
from the input waveguide. It is also possible to design horn antennas by using other solution
methods for modeling the complete horn such as the Finite Element Method (FEM) or the
Finite Difference Time Domain technique (FDTD).

8.1.1 Cylindrical waveguide plane aperture approach

The simplest waveguide-fed antenna is just an open-ended waveguide (Fig. 8.2). This may be
analyzed by assuming that the aperture field is given by the fields of the excited single mode
propagating in the waveguide. For waveguides with rectangular and circular cross-sections
these modal fields can be found in textbooks on field theory. When the E-and H-fields in
the aperture have been found, we can use the PEC or free space equivalents. The Huygens
equivalent cannot be used, because the aperture impedance will be very different from the
free space impedance due to the small aperture width. The free space equivalent will not
be accurate either, because the currents induced on the outer waveguide walls contribute
significantly to the radiation, and these currents are neglected in the free space equivalent.
The PEC equivalent is accurately and easily applied if the aperture resides in a large ground
plane.
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Figure 8.3: Sector horn antenna with circular cylindrical aperture surface.

N~

Figure 8.4: The conical horn antenna (left) and the spherical sector horn antenna (right).

8.1.2 Radial cylindrical waveguide approach

There exist analytical modal solutions for the fields in sector waveguides. They are expressed
in terms of cylindrical waves propagating in the radial direction and can be found in textbooks
on field theory. The fields of the basic mode can be used to approximate the aperture field
of sector horn antennas (Fig. 8.3). The approximation is acceptable if the two broad walls of
the sector horns have a curved circular rim at the aperture which center of curvature P is in
the apex of the sector. The free space equivalent should be used.

8.1.3 Conical and spherical sector waveguide approach

There exist also analytical solutions for the modal fields in conical and spherical waveguides.
The conical waveguide has a rotationally symmetric wall which coincides with a #-cone in
a coordinate system which is located with its z-axis along the symmetry axis and its origin
in the apex of the cone formed by the walls. The spherical waveguide has four walls which
coincide with two #-cones and two @-planes in a coordinate system which is located with the
zy-plane cutting through the center of the horn between the two conical walls. The modes
of both structures can be expressed in terms of spherical wave functions, and they can be
used to approximate the aperture field of both conical horn antennas and spherical sector
horn antennas (Fig. 8.4). The resulting aperture field and the Huygens equivalent give quite
accurate results, in particular when a spherical aperture surface is used.
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8.1.4 Flared cylindrical waveguide approach

The horn geometries in Subsections 8.1.2 and 8.1.3 can also be analyzed by approximating
the aperture field distribution over the cylindrical or spherical aperture surface, in a way
that it becomes equal to that of a corresponding cylindrical waveguide over its flat aperture
surface. This waveguide must have the same rectangular or circular cross-section as the rim
of the actual aperture. This approximation is quite good for horns with small flare angles.
Once the approximate aperture field has been found, the Huygens equivalent can be used.
The advantage of the flared cylindrical waveguide approach is that the analytic form of the
aperture field is much simpler than the spherical wave forms otherwise needed. In the latter
case we may even need to use the wave functions of non-integer order, which are normally
not included in mathematical software libraries for special functions.

The cylindrical or spherical aperture surface can even be approximated by a plane surface
if the aperture field is projected on it by using the paraxial approximation. In this way
the spherical phase-front becomes a quadratic phase variation over the plane aperture. The
advantage of this approach is that it is possible to solve the radiation integral analytically.
This approach is quite accurate for small flare angles, but the resulting analytic expressions
for the far-field function are so complex that they hardly present any improvement compared
to a numerical solution of the original radiation integral. We will still use this approach in
Sections 8.2 to 8.8 in combination with numerical integration because it makes it possible
to obtain and plot universal radiation patterns which can easily be scaled to different horn
dimensions.

8.1.5 Mode matching approach

It is nowadays very common to analyze flared horns with rectangular and circular cross-
sections by using mode matching. By this approach the geometry along the whole length of
the horn is divided in cascaded sections of cylindrical waveguides of circular or rectangular
cross-sections. The cross-section of each section is determined by the actual cross-sectional
shape of the horn, and the length of each section must be small enough to model the actual
profile with sufficient accuracy (Fig. 8.5). The field within each rectangular or circular section
is expressed as a finite series of rectangular or circular cylindrical waveguide modes with
initially unknown coefficients. The coefficients are determined by matching the fields at each
interface. This is done successively from the aperture to the feed waveguide where a given
basic waveguide mode excites the horn. The radiating horn aperture can be analyzed by using
a free space equivalent for each mode in the waveguide section closest to the aperture.

The mode matching approach is known to be extremely accurate both for the return loss
and the radiation pattern. If it is combined with an accurate Method of Moments solution of
the exterior horn structure by using the PEC equivalent, the radiation pattern will be very
accurate also in the backward direction.

The whole rim of the horn needs to be located in a plane coinciding with the virtual wall of the
last cascaded section. The mode matching approach is well suited for analyzing corrugated
conical or pyramidal horns. The calculations need to be carefully checked with respect to
convergence by increasing the number of cascaded sections and the number of modes in each
section. In particular, many modes are needed if the flare angle is large.
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Figure 8.5: Modeling a conical (left) and pyramidal (right) horn by cascaded circular and rectangular
cylindrical waveguide sections, respectively.
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Figure 8.6: Segmentation of the outer and inner cross-section of a rotationally symmetric horn
antenna for solution by the Method of Moments.

8.1.6 Method of Moments approach

A complete numerical model of a horn can also be obtained by exciting it with an infinitesimal
dipole inside the waveguide and calculating the induced currents on the whole surrounding
structure by the Method of Moments (MoM), see Fig. 8.6. This is feasible for rotationally
symmetric horn antennas with BOR, or BOR, excitations, as MoM software for Bodies of
Revolution (BOR) is available (Fig. 8.7). The computation time is long and the storage
requirement is large, so the approach is most suitable for small horns. In this approach there
are problems with unphysical field resonances at specific frequencies, which cause unreliable
results. These problems are most severe for large horn antennas. However, it is not difficult
to filter out the invalid results from the usable ones.

Rectangular horn antennas can also be modelled by a complete MoM approach, using soft-
ware for three-dimensional structures (3D). This approach is even more time-consuming than
the BOR MoM approach. Nevertheless, it has been used and plausible results have been re-
ported.
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Figure 8.7: The E-plane sector horn antenna with cylindrical aperture (left) and with plane aperture
(right). The direction of the E-field lines is marked.

Figure 8.8: Geometry of E-plane sector horn.

8.2 E-plane sector horn

The E-plane sector horn is shown in Figs. 8.7 and 8.8. It is excited by a rectangular waveguide
with a TE;p mode. The width in H-plane is the same as the waveguide width a, and the
aperture width in E-plane is b with flare angle «,,. The rim of the horn may be straight so
that the aperture surface becomes plane. Alternatively, the rim of the two broad walls may
be curved to follow the cylindrical wavefront at the opening of the horn as shown to the left
in Fig. 8.7.

8.2.1 Flared cylindrical waveguide approach

In order to find the radiation field we must assume a known aperture field. We may approx-
imate it by using the flared cylindrical waveguide approach described in Subsection 8.1.4,
i.e., as a TEjo rectangular waveguide mode with a cylindrical phase-front. This is done as
follows. Inside a rectangular waveguide the TE1o mode has the transverse field distribution

E,(2',y) = E, cos(ra’ Ja)y for |2'| <a/2, |y'| <b/2. (8.1)

In the sector waveguide formed by the horn, the wavefront will be cylindrical rather than
plane. Then, we may assume the same field distribution over the cylindrical wavefront, with
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y' replaced by the path length I’ = a, L, for a, < a,, where tana, = b/(2L,) with L, the
radius of curvature of the cylindrical wavefront in the aperture, i.e., the flare length of the
horn. Furthermore, the field in the sector waveguide will have to decay according to 1/\/R,
away from the apex in order to conserve the power, where R, = \/y'y’ + (z/ + Ly)(2' + Ly),
and 2’ = —L, is the location of the apex. Thus, the field in the sector waveguide can be
approximated by

E(2/, v, 2') = E, cos(mz’ /a)[e 7" |\ /R, )&, for |2'] < a/2, |ay| <o, , (82)

with
Gy = cosayy — sinayz , a, = arctan(y’/Ly) .
The field in the cylindrical aperture defined by R, = L, becomes
E,(2',a) = E! cos(nz' [a)é, for |2'] < a/2, |ay| < a , (8.3)
with E! = E,e”*"v/\/L,. The cylindrical aperture surface is described by R, = L, or
equivalently by the coordinate vector
v = %415+ (I — () — L)
= 2'X + Lysina,y + Ly(cos oy — 1)z ,

when the origin of the coordinate system is taken to be in the center of the aperture. The
surface normal is seen to be n, = sina,y + cos ayz. We can now use the Huygens free space
equivalent as described in Section 7.2.1. By using (7.6) and (7.7) with (8.3), the far-field
function becomes

ap a/2 ) .
G(r) = —/ E! cos(n2’/a)G,, (éy, Bq, T)e? T da' L do, (8.4)
—ap J—a/2
where
G (6,04, F) = Cilay, — (& - B)T — (G X Dg) X ] (8.5)

is the far-field function of a unit Huygens source. This integral can be evaluated accurately
by numerical integration.

8.2.2 Paraxial approximation for plane aperture field

Sometimes we would want to perform the integration over the plane projection of the cylin-
drical aperture, as explained before in Section 8.1.4. The field in this plane aperture is
obtained by using (8.2) with 2’ = 0 and R, = /¥y’ + LyL,. We can simplify the expression
by assuming that o < 1 and using the parazial approximation for which

R, =\/y?+ L2 =L, and N, =2 (8.6)

in amplitude expressions, and

R, =, /Lg +y? =~ L, +y?/(2L,) (8.7)
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Figure 8.9: *Radiation patterns of an E-plane sector horn for a = 0.5X, b = 2.75X and L, = 6X. (a)

E- and H-plane patterns. (b) Contour plot.
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Figure 8.10: *Universal E-plane patterns for E-plane sector horn.

in phase expressions. This gives

E(z',y)~ E! cos(ra’ Ja)eIFv*/CLy)y for |2'| < a/2, |y'| < b/2, (8.8)
with E) =E,e v /\/L, .

The latter is a constant which we may choose arbitrarily, e.g., E] = 1.

We can now use the theory presented in Section 7.3.2, for the plane free space apertures, and
equation (7.21) to get the far-field function

G(0,¢) = —2C} cos?(0/2)[sin 0B + cos | A(k sin 0 cos ) B(ksin 0 sin @) (8.9)
where 12
. a G 2ma cos(kza/2)
— kyx —
A(kz) = /_a/2 COS(WQ?//(I)e‘] de'l = —W (810)
~ b/2 - 2 - ’
B(k,) = / e IR/ CLy) eiky . gy (8.11)
—b/2

and k; = ksinfcosp, k, = ksinfsingp. We can transform (8.11) to a universal integral by
introducing u = 2y’ /b and the maximum phase variation over the aperture

Pumax = k(b/2)?/(2Ly) = kb*/(8Ly) .

Then,
1

B(ky) = F(ly b, @) = 3 [ e P cabai 2. (312

—1
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Figure 8.11: Geometry of H-plane sector horn.

The analytic solution of (8.10) can be found in integral handbooks. The integral in (8.12)
is most conveniently evaluated numerically. An analytic solution is also available, but it is
so complicated that it cannot provide any extra physical insight. Therefore, the numerical
evaluation of (8.12) is chosen herein.

8.2.3 Radiation patterns

The radiation patterns in the E- and H-planes for an example of an E-plane sector horn
is shown in Fig. 8.9. The first sidelobes of the E-plane have grown into the main beam to
form undesirable shoulders. The shoulders will reduce to sidelobes about 13.2dB less the
main beam level when L, increases. This is due to the uniform aperture illumination in
E-plane. The universal E-plane pattern represented by B(k,) is plotted in Fig. 8.10 as a
function of bsin#/X for different choices of the maximum phase error ®ma.'. The actual
E-plane pattern is obtained by multiplying the values in Fig. 8.9 with the Huygens source
pattern cos?(6/2). The E-plane sector horn is rarely used due to the high shoulders and
sidelobes in E-plane.

8.3 H-plane sector horn

The H-plane sector horn is shown in Fig. 8.11. This is also fed by a TE;, rectangular waveg-
uide mode. The H-plane cross-section is flared with an angle «,,, and the E-plane width is
equal to the waveguide height b.

8.3.1 Flared cylindrical waveguide approach

Following the flared cylindrical waveguide approach and using the same arguments as in
Subsection 8.2.1, we now get an approximate cylindrical wave in the sector guide of the form

1 There exist MATLAB code for all figures of which the caption start with *.
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E(as,y', 7)) = E, cos(ma,/(2a,,))[e 7 = /\/R,]y (8.13)
for |az| < ay, Y| < b/2, with,

a, = arctan(x’/L,) and Ry, = /(22 + (2 + L,)?
The aperture surface is described by
ro=2'%x+yy+ ( L2 + 272 —Ll.>i
= Lysina,X +y'y + Ly(cosa, — 1)z ,

with the surface normal vector f, = sina;X + cosa,z. The far-field function is found in the
same way as in Subsection 8.2.1 to be

b/2 ey o
/ / E' Cos< x) G, (¥, 04, #)e?* T dy' L da, | (8.14)
—ay b/2 Qy
with
G, (¥,04,1) = Cply — (¥ - 1)1 — (¥ X 0g)1] (8.15)

being the radiation field of the unit y-polarized Huygens source. We can accurately evalu-
ate (8.14) with (8.15) by numerical integration, but we will as well proceed with the paraxial
approximation in order to get the radiation integral in a universal form.

8.3.2 Paraxial approximation for plane aperture field

Using the parazial approrimation we get the following aperture field, in the same way as in
Subsection 8.2.2,

E,(¢',y') = E' cos(ma' [a)e k" /L)y (8.16)

for |2'| < a/2 and |y'| < b/2. The far-field function becomes
G(0, ) = —2C}, cos>(8/2)[sin 0B + cos pp] A(k sin 0 cos ) B(k sin §sin @) |, (8.17)

. a/2 - o
A(ky) = / cos(ma’ Ja)e ke */(2La) gikat’ ot (8.18)
—a/2

. /2 sin(k,b/2)
B(k :/ eIy dy = p——0 2L (8.19
2 kyb/2 :

We can transform (8.18) to a universal integral by introducing u = 22’/a and the maximum
phase variation ®.,,x over the aperture:

Pax = k(a/2)?*/(2L,) = ka*/(8L,) . (8.20)

Then,
1

~ a . .
A(kz) = F(kg,a, Prmax) = 5/ cos(wu/Q)e_Juzq)“‘axejk’”"'“/zdu . (8.21)
-1
This Fourier transform can be evaluated numerically and general results be presented as a
function of asin@/\ for certain choices of the maximum phase variation ®.,.x. Eq. (8.21) can
even be evaluated analytically, but the solution has a very complicated form, so we will not
present it here. It is most conveniently evaluated numerically.
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Figure 8.12: *Radiation patterns of an H-plane sector horn for a = 5.5\, b = 0.25)\ and L, = 6\.
(a) E- and H-plane patterns. (b) Contour plot.
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Figure 8.13: *Universal H-plane patterns for H-plane sector and pyramidal horns.

8.3.3 Radiation patterns

The E- and H-plane radiation patterns of an example of a H-plane sector horn are shown
in Fig. 8.12*. We see that there are no sidelobes and shoulders. For larger horns there will
be sidelobes in H-plane, but the highest first lobe will always be more than 22dB below the
main beam maximum. The universal H-plane pattern based on (8.21) is shown in Fig. 8.13
with ®ax as parameter*. This must be multiplied with the Huygens source pattern cos®(6/2)
in order to be complete. We see that the sidelobes are less than those for the E-plane sector
horn. The E-plane pattern in Fig. 8.12 is very similar to the H-plane pattern in Fig. 8.9 even
though the aperture distributions are different. The reason is that the aperture diameters
in the two planes are so small that the dominant contribution to the shapes of the radiation
patterns are the Huygens factor cos?(6/2) which is the same in both cases.

8.4 Pyramidal horn

The pyramidal horn is shown in Fig. 8.14. It is flared both in the E- and H-planes, and the
flare angles and the apexes of the flares may generally be different in the two planes. If the
apexes coincide we may assume a propagating spherical mode inside the horn. Under the
same approximation as used in Sections 8.2 and 8.3 this may be expressed by

oz \ 1 _ip .
E(z',y',2") = E! cos (2aH> &€ T, (8.22)

for |as| < ay, and |ay| < a,, with

R = \/x/2+y/2+(zl+L)2 .
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Figure 8.14: Geometry of pyramidal horn.

The spherical aperture is described by

I'a(l‘/, y/) = .Z‘/)A( + y/y + ( L2 - x/2 - yl2 - L)i

= Lsina,% + Lsina,y + (L\/l —sin*a, —sina, — L)z ,

with the surface normal vector fi, = sin a,X+sin a,y++/1 — sin? a,, — sin o, z. In the same way
as before the far-field function becomes, but now by integration over the spherical phase-front
in the aperture,

G(F) = _/ " / " B’ cos (;O‘“’> G, (6ty, fa, #)el™ T [2da,day, | (8.23)
—Q — aH
H E

with G, the same as in (8.5) and f, = sin a,X + sin oy ¥ + cos a, cos a2, the normal vector to
the doubly curved aperture surface.

We get now in the same way as in Subsections 8.2.1 and 8.3.1 by using the parazial approzi-
mation the following aperture field

E.(z',y) =E/ cos(ma’ Ja)e Kl +v71/ L)y (8.24)

for |#'| < a/2 and |y’| < b/2 where L is the distance from the aperture plane to the apex of the
horn. We can generalize this to different apex locations L, and L, for the zz- and yz-planes
of the horn as follows

E.(2',y)=E] cos(wx'/a)eijk[w/(nm)“/2/(QL?*)]}? (8.25)

for |2'| < a/2 and |y'| < b/2. Further, in the same way as before, we obtain the far-field
function

G (&) = —2C} cos?(0/2)[sin @ + cos p@] A(k sin 0 cos @) B(k sin 0 sin @) , (8.26)

with A(k,) the same as in (8.18) and B(k.) the same as in (8.11). This means that the E-plane
pattern is equal to that of the E-plane sector horn, and the H-plane pattern is equal to that of
the H-plane sector horn. Therefore, the universal E- and H-plane patterns in Fig. 8.9 and 8.13
apply also to the pyramidal horn. These two universal patterns are for ¢gmax = 90° combined
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Figure 8.15: *Universal contour radiation pattern of a pyramidal horn when the maximum phase
variation over the aperture is 90° in both planes. 5dB contours down to —45dB.

to a universal contour plot in Fig. 8.15*. We see that the highest sidelobes appear in the
two principal planes, which we already know from the treatment of rectangular apertures in
Section 7.4.

There exists also a MATLAB code for calculation of the directivity of a pyramidal horn antenna
with given dimensions of the feed waveguide and the aperture. Pyramidal horns are often
used as standard gain horns.

8.5 Corrugated surfaces

We have seen in Sections 8.2, 8.3 and 8.4 that the E-plane radiation patterns of horn antennas
have high sidelobes or shoulders in the main beam. This is undesirable, and we shall discuss
how this can be improved by corrugating the E-plane walls of the horn (i.e., the walls that
are parallel with the H-field and normal to the E-field in the aperture).

Fig. 8.16 shows the cross-section of a surface which is corrugated with grooves orthogonal to
the plane of incidence. We explain below how this surface behaves for plane wave incidence.
The coordinate system used in the explanations are given in Fig. 8.16.

8.5.1 Principle of operation in H-plane

First we consider the polarization for which the E-field is orthogonal to the plane of incidence
(Fig. 8.16a). This corresponds to the H-plane in antennas with two planes of symmetry. The
E-field is parallel with the grooves and the ridges. If the grooves are narrower than \/2, the
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Figure 8.16: Cross-section of corrugated surface and its coordinate system.

E-field cannot penetrate into the grooves because the corresponding parallel plate waveguide
formed by the walls in each groove has a cut-off frequency when the groove width is w = /2.
Therefore, the E-field will instead be short-circuited by the ridges to become zero at the
surface, as for a smooth PEC. The induced electric current at the surface will be J =% x H
(from (4.14)) where H is the total H-field. We consider the H-plane, so the y-component
of H is zero. Therefore, J will have a y-component only, and this can float in the surface
along the ridges without being effected by the grooves. So, the corrugated surface works as
a smooth PEC in H-plane.

8.5.2 Principle of operation in E-plane

In the E-plane the E-field has no y-component, and the H-field is oriented in y-direction and
has a non-zero value at the surface (Fig. 8.16b). The induced current J = % x H will be
z-directed and will try to float down into the grooves. For this polarization the parallel plate
waveguide formed by the grooves has no cut-off, so the short-circuits at the bottom of the
grooves will be transformed to open-circuited lines at the surface if the groove depth d = \/4.
Therefore, the z-directed current will have to be zero at the surface, and this in turn means
that the corresponding y-component of the H-field will be zero, so the corrugations have
created an artificial magnetic conducting surface in E-plane. From studying the parallel-
plate transmission line formed by the grooves, when the groove depth d is different from \/4,
we can show that the ratio between E. and H, averaged over the surface becomes

Z,=—E./H, =j (2’) ntan(kyd) | (8.27)

where 7 is the wave impedance inside the corrugations (most often free space), and k, is
the guide wavenumber in the corrugations for propagation in the direction normal to the
corrugated interface (for straight air-filled corrugations in a plane surface k, = k). Eq. (8.27)
is valid when the corrugation period is p < 0.5\, preferable p < 0.25\. The condition p < 0.5\
is also necessary in order to avoid grating-lobes and multiple beams at the surface. The
relation in (8.27) is commonly referred to as the surface impedance.
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Figure 8.17: A transversely corrugated soft surface (left) and its PEC/PMC strip model (right).

8.5.3 Impedance boundary condition

We may replace the corrugated surface by a thin sheet of equivalent electric and magnetic
surface currents and a null-field region behind it. From the discussion in Subsection 8.5.2
and from (4.12) the boundary condition in E-plane at this surface becomes

(k x E), = -M, , (8.28)

(& xH),=&xH,) -2=J.=M,/Z. (8.29)

where M, is the induced equivalent magnetic current and J. = M, /Z. is the induced electric
current at the surface. In H-plane we have

(xxE), =0, (8.30)

(% xH), =J, (8.31)

where J, is the induced electric current floating along the corrugation ridges. The surface
impedance is infinite when kqd = 7/2, i.e., d = A\y/4, so then,

(xxH),=H, =0, (8.32)

(xxE).=E, =0, (8.33)

which corresponds to the boundary condition at a surface made of parallel thin strips of PEC
and PMC oriented in y-direction (Fig. 8.17).

The impedance boundary conditions in (8.28) - (8.31) and (8.32) - (8.33) can be used for
accurate analysis of wave propagation along corrugated surfaces, provided wave propagation
is orthogonal to the corrugations, i.e., in y-direction in Fig. 8.16. When the wave propagation
has a component along the direction of the corrugations, the impedance boundary condition
is not accurate.

8.5.4 Corrugations as soft surface

There are some nearly equivalent boundary conditions that are easier to use than the impe-
dance boundary condition for constructing approximate field solutions and for interpreting
field behavior. They are the soft and hard boundary conditions introduced in Section 4.1.4.
By using Maxwell’s equations it is possible to show that H, = 0 in (8.32) corresponds to
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E, = 0. Therefore, by using also (8.33) we see that the transversely corrugated surface is soft
regardless of polarisation because
E,=E;,=0 (8.34)

and for this reason we refer to it as a soft surface. It is also possible, yet much more
complicated, to realize polarization independent hard surfaces by means of corrugations [1].
Different realizations of soft surfaces and their bandwidth are summarized in [2].

8.5.5 Bandwidth and surface waves

The transversely corrugated soft surface is known to have a wide bandwidth. This means
that if it is long enough, the vertical z-component of the E-field will be zero or close to zero
at the surface even if the surface impedance is not infinity. The usable bandwidth is within
the range where

)2 <kgd <,

which for air-filled straight corrugations means that
Ad<d< A2

This corresponds to a relative bandwidth of 2 : 1. In practice the usable relative bandwidth is
smaller, but can be up to 1.8. The best soft E-plane performance is obtained when kyd = /2
or d =~ \/4.

The corrugated soft surface does not work when the corrugations are shallower than \/4,
because then surface wave solutions may exist. Surface waves are waves propagating along
the surface with an exponential decay normal to it. These waves destroy the soft boundary
condition completely. The same types of surface waves may be present when

A2 <d<3\/4.

In practice, the depth may be a bit shallower than A/4 and still give the soft boundary
condition.

8.6 Corrugated pyramidal horn

This horn is similar to the pyramidal horn with smooth PEC walls, except that the two
E-plane walls are corrugated to obtain a polarization independent soft surface as explained
in Section 8.5. We can construct the aperture field by using the facts that F, = 0 at the
smooth PEC walls, and E, = E, = 0 at the corrugated soft surface wall. For y-polarization
this gives a field solution inside the rectangular waveguide of the form

E,(2',y') = cos(mx’ Ja) cos(my’ /b)Y . (8.35)

To an acceptable approximation the same field solution will also be present inside a rect-
angular waveguide with all four walls corrugated. The advantage of corrugating all walls is
that the desired cos(nz’/a) cos(my’/b) aperture distribution is obtained for any polarization
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Figure 8.18: Example of corrugated pyramidal horn and its cross section.

of the fields within the waveguide. If we now use the same assumptions as for the previous
rectangular horn cases, we may construct the aperture field to be

E(z',y) = cos(n2’/a) cos(my’ /b)e M=/ (2La)+y*/(2Ly)]g, (8.36)

If the corrugations are straight as shown in Fig. 8.18, the flare angle « in H-planes, must be
very small in order to avoid generation of higher order modes in the horn. This can be avoided
by curving the corrugations to follow the shape of the wavefronts inside the horn.

The two aperture integrals are obtained in the same way as before. We achieve the same
type of universal radiation pattern in both E- and H-planes, i.e., the nice universal H-plane
pattern in Fig. 8.13. The grooves do not need to make an angle of 90° to the surface, but
they have a larger bandwidth if they do.

8.7 Smooth conical horn

The conical horn is shown in Fig. 8.19. It is rotationally symmetric with flare angle a. We
will construct the aperture field by using the flared cylindrical waveguide approach like we
did in Sections 8.2 and 8.3. We only consider BOR, excitation by a TE11 circular cylindrical
waveguide mode.

The field solution of this mode can be found in text books on elementary field theory. For
linear y-polarization (see Eq. (7.44)) it is

1
E,=E,= ;Jl(fflp'/a) sing’ (8.37)
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Figure 8.19: Cross section of conical horn antenna.

EH = ESO = aap/[‘jl (Klpl/a)] COS 4,0/

) X (8.38)
- [—C;ngp’/a) n p,le'/a)] cos

for p’ < a, where x, = 1.841, J, is the Bessel function of first kind and first order, and J, is
the Bessel function of first kind and second order. k, is determined from the requirement
E, =0 at p = a. We can now use the BOR, relations in Section 7.5 to express this as

Ea,(p's¢") = Ecoyso (p') = Exp,,0 (p') cos(2¢') (8.39)
Ea,(¢',¢') = Exp,,, (') sin(2¢") (8.40)
where
/ 1 ’ Ky ’ Ry /
EC0450 (p ) = ;‘]1 (Klp /a) + %Jz(’ilp /CL) = %JO(K/lp /CL) ) (841)
Ky
EXP45O (p/) = %Jz (Rlpl/a') ) (842)

in which J, is the zeroth order Bessel function of the first kind.

We can now use the same approach as in Section 8.2 to construct the aperture field on the
spherical surface with the center of curvature in the apex of the horn. Doing this we arrive
at

Eo(0',¢") = Ea, (0, ¢")c0(0',¢") + Ea, (0", 0" )xp(0', ¢') (8.43)
where Eo (0',¢") = Eco,yo (0') — Exp,.. (0") cos(2¢") (8.44)
Eq,(0",¢") = Exp,,, (0') sin(2¢') (8.45)

with  Beop. (0) = J,(x,0Ja) | (8.46)

Eyp,.o (0") = J, (5,0 /a) | (8.47)

for < o where ¢’ is in radians. Here we have omitted the constant (k,/2a) and have
used the co- and cross-polar unit vectors defined by (2.55) - (2.56) in Section 2.3.5. The
far-field function is obtained by using (7.7) in Section 7.2.1 over the spherical cap, with
1o = —Ea(0',¢).

We can transform the field to the plane aperture by using the parazial approximation. In the
same way as before this yields

Eo(p',¢') = [Ba, (¢, & )5 + Ea, (¢, ¢ )&)e™ 00"/ CL) (8.48)

with Eo,(p's¢') = Ecoyso (p') = Exp,0 (p') cos(2¢') (8.49)
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Figure 8.20: *Co- and cross-polar aperture-field and radiation patterns of a smooth conical horn.
(a) Contour plot of aperture field. (b) Universal radiation patterns in 45°-plane. The parameter
is the maximum phase variation @max over the aperture. (c) Contour plots of universal radiation
pattern for ¢max = 90°.
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Ea,(¢,¢') = Exp,,. () sin(2¢") (8.50)
where Eeo,o (p") = Jy (K, 0 /a) , (8.51)
Eypyo () = (5,0 /a) . (8.52)

We have now a plane aperture and we can use the results in (7.53) to (7.56) in Subsec-
tion 7.5.1. Doing so, we obtain

G(f) =2C} 0052(9/2) . {[ECO“O 9) — EXP%O (0) cos 2¢]co + Exp450 (0) sin 2¢xp} (8.53)

with co and xp given by (2.55) and (2.56) and

Eeoyo(0) = 277/0 J, (nlp'/a)e*jk”a/(QL)Jo(kp/ sin0)p'dp’ , (8.54)

B (6) = =27 [0, ) 7"/, (ki sin0) (8.55)
0

Universal patterns are obtained by substituting u = p’/a and ®max = ka?/(2L), the maximum
phase variation over the aperture. This gives

1
Eeopo(0) = 27ra2/ Jo(mlu)e_jq)m"“2 J, (kausin 0)udu | (8.56)
0

1
Exp,..(0) = —27ra2/ J, (,‘flu)e_jq)mﬁ“‘“2 J, (kausin 6)udu . (8.57)
0

The universal radiation patterns in the 45°-plane as given in (8.56) and (8.57) are shown in
Fig. 8.20(b)*, and the wv-contour plot of it in Fig. 8.20(c)*. The far-field function must in
this case be multiplied by cos?(#/2) in order to get the correct pattern including the Huygens
source. But this represents a minor correction in the vicinity of the main beam (for large
horns with narrow beams). We see that the cross-polar sidelobe in the 45°-plane is very
large and that the main beam gets a shoulder or a dip in the center for large phase errors.
Therefore, conical horns with smooth walls are most often designed with phase variations
Omax smaller than 45°. The cross-polar sidelobe can be reduced and the performance for
large ¢max improved by means of corrugations, as described in the next section. Similar
performance as with a corrugated horn, but over a much more limited bandwidth, can be
obtained by using a dual mode horn (having smooth walls as well) [3]. This is a horn which
is designed to contain both the TE; and TMi; cylindrical waveguide modes in the aperture,
including the quadratic phase.

8.8 Corrugated soft conical horn

The conical horn antenna has a high cross-polar sidelobe in the 45°-plane corresponding to
differences in the E- and H-plane radiation patterns. The reason for this is that the metal
cone is a PEC which has a soft boundary condition in H-plane and a hard boundary condition
in E-plane. We know from Sections 8.5 and 8.6, that this can be improved by providing the
horn with corrugated walls as shown in Fig. 8.21. The field distribution inside a corrugated
circular waveguide, when the frequency is within the range where the corrugation represent
a soft surface, can be found to be approximately

E(p') = J, (ko p' /@)y (8.58)
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Figure 8.21: Cross section of example of conical corrugated horn antenna.
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where r,, = 2.405 is the value of z for the first null of J,(z). This aperture distribution
is rotationally symmetric, zero at the rim, and there is no cross-polarization as shown in
Fig. 8.22(a). These characteristics are due to the soft surface created by the corrugations.
We can now use this to find an approximate aperture distribution for the conical corrugated
horn by using the same procedure and paraxial approximation as in Section 8.7. The result
is

E(p') = J, (K, pl fa)e 750"/ CL)g | (8.59)

where L is the length of the flare of the horn measured from the apex. The far-field function
is obtained by using (8.53) with Eyp,,., (6) = 0 and

Ereoyye (6) = 27 / Ty (g, fa)e 703 @R ] (k! sin )/ dp’ (8.60)

This is almost the same formula as for the co-polar pattern of the smooth conical horn, but
Ko, in (8.60) is different from &, in the smooth horn formula.

The universal pattern is obtained by substituting v = p'/a and ®max = ka®/(2L) the maximum
phase variation over the aperture. Then,

1
E’CO450 (0) = 27a? / JO(/<;01u)(fﬂ"“a"“2 J, (kausin 0)udu . (8.61)
0

This is plotted in Fig. 8.22(b) and 8.22(c)*. We see that the sidelobes are lower than for the
smooth wall horn (in Fig. 8.20), and they vanish when the phase variation over the aperture
increases. In the present simplified theory the cross-polar sidelobes vanish. In practice, there
will always be cross-polar sidelobes present, but in most designs they are more than 30dB
smaller than the main beam maximum.

It is important to note that the field distribution in (8.59) is an approximation. The actual
propagating mode in the horn is a hybrid mode consisting of both a TE; and a TM;o part
which both have to be present in order to satisfy the boundary conditions at the corrugated
wall. However, at the frequency for which k,d = 7/2, the hybrid mode has the approximate
field distribution in (8.59) with zero cross-polarization, which is referred to as a balanced
hybrid HE1; mode. This balanced field distribution is approximately valid for the co-polar
radiation field over the whole interval for which 7/2 < kyd < 0.9%, whereas the cross-polar
fields changes over this band.
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Figure 8.22: *Co- and cross-polar aperture-fields and radiation patterns of conical corrugated (soft)
horn antenna. (a) Contour plot of aperture field. (b) Universal radiation patterns in 45°-plane. The
parameter is the maximum phase variation ¢max over the aperture. (c¢) Contour plots of universal
radiation pattern for ¢max = 90°. The cross-polar level is vanishing with this simplified theoretical
model, and it can in practice also be below —30dB over significant bandwidth.



287 CHAPTER 8. HORN ANTENNAS

Figure 8.23: Corrugated conical horn antenna with far-field phase center zpc.

8.9 Modeling corrugated horn with Gaussian beams

The corrugated horn has a radiation pattern which has an approximate Gaussian shape. This
may be used to obtain some general design curves that are very convenient to use for initial
horn designs. These are based on the Gaussian beam formulas in Section 7.6 and will be
formulated in terms of the dimensions shown in Fig. 8.23.

The aperture distribution of the linearly y-polarized corrugated conical horn was in Sec-
tion 8.8 found to be

Ea(p) = J, (550, Ja)e /Ly for g <. (8.62)
Let us approximate this as a Gaussian aperture distribution of the form

E.(p) = Ke*plz/piefjkplz/(n)jf for 0 < p' < 0. (8.63)

8.9.1 Choosing the Gaussian beam parameters

We choose K and p, in (8.63) such that the power integrals in the aperture are equal and
that the directivities are equal when L — co. The Gaussian distribution in (8.63) extends to
infinity, so the conservation of power requires

@ ° _9,2/,.2
/ [, (50, Ja)2pdp! = K / eI pldp’ (8.64)
0 0

which becomes
[, (Ko, ))?a®/2 = K2p2 /4 . (8.65)

In order to give equal directivities in the far-field for the case that L — oo, the following
equation must be satisfied?

| ass farpa = [ we i g (8.66)
0 0

which gives
a®J, (ko) /Koy = Kpl /2 . (8.67)

If we combine (8.65) and (8.67) we get

pa = V2(a/k,,) ~ 0.59 . (8.68)

2 See Section 7.5 on page 244.
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The Gaussian beam formulas become more applicable for broad beams if we measure p,
and a along a wavefront, instead of normal to the z-axis. This means that (8.68) becomes
pa/L = 0.59a where « is the half flare angle of the horn.

8.9.2 Radiation field

The radiation field of the horn is now described by the formulas in Section 7.6.4 with p, =
0.59a and C, = 1/L. This means that the far-field function is given by

G(E) = D200 (b iy, (8.69)

0

90 = \/ 9c211f + ez;o ’

with (all angles in radians)
8.70

(8.70)

Oais = 2/(kpa) , (8.71)

Oco = Pa/L , (8.72)

2pe = ~L(000/6,)% (.73)
oo = —arctan(fair /0, ) - (8.74)

These equations give the 8.7dB beamwidth 6, and the phase center location zp. as a function
of the radius a of the horn aperture and the flare length L of the horn, when z = 0 in the center
of the aperture. We refer to the discussions in Sections 7.6.4 and 7.6.5, for interpreting 6q;¢
as the beamwidth due to aperture diffraction and 6., as that due to GO transmission.

We shall now describe three different choices of horn dimensions which we shall refer to as
flare angle-controlled horns, aperture-controlled horns and maximum gain horns.

8.9.3 Flareangle-controlled horn

From Egs. (8.70)- (8.72) we see that the beamwidth 6, is independent of the frequency if the
beamwidth contribution 6, due to GO transmission is much larger than the contribution of
fair due to aperture diffraction, i.e.,

o > Oair pa/L > 2/(kpa) ,
or equivalently if
L« gpz =np2 /A =1.1a%/) .
This condition corresponds to that the phase variation over the aperture is large, satisfying

Pmax > T, (875)

because
bmax = ka®/(2L) > a®/p? = (k,, /V2)? =29~ 7 . (8.76)

In this case we achieve (in radians)

0, = pa/L =0.59/L and Zpe = —L . (8.77)
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We can refer to this case as an ideally flareangle-controlled mode of operation, as the
beamwidth 6, is proportional to the half flareangle of the horn, which under the parax-
ial approximation, equals a/L radians. The phase center is located in the apex of the horn as
2pe = —L for all observation points. When Eq. (8.75) is not ideally satisfied, we will still refer
to the horn as flareangle-controlled. We may call it slightly flareangle-controlled if

T < Qrax < 27 (8.78)

and strongly flareangle controlled when ¢max > 2.

8.9.4 Aperture-controlled horn

When the beamwidth contribution 64ir due to aperture diffraction is much larger than 6
due to GO transmission, i.e., when

Oaic > O ; L>> 1.1a*/)
the phase variation over the aperture is small, satisfying
Pmax K T . (8.79)
Then, in the limit ¢max — 0, we see that (in radians)
0, =2/(kpa) = 0.54\/a , Zpe =0 . (8.80)

In this case the beamwidth 6, varies linearly with the wavelength and is inversely proportional
to the frequency. It is determined completely by diffraction from the aperture plane at z = 0.
We can therefore refer to the horn as ideally aperture-controlled. The beam radius p(z)
varies from p = p, in the aperture to p(z) = 260, (with 6, in radians) when z > 7mp2/\ (see
Section 7.6.4). The phase center varies from z,. = —L in the close near-field to z,. = 0 (i.e.,
at the aperture plane) for observation points in the far-field.

8.9.5 Maximum gain horn

It is possible to differentiate Eq. (8.70) with respect to a and find the aperture radius a which
gives the narrowest beam, i.e., the highest directivity for a given constant length L of the
horn. This appears when

9(}0 = 9dif ; L= 1.10,2/)\ y

for which Pmax =T .

(8.81)

For this case
0,/ (4/kL) = 0.8y/(A/L) , Zpe = —L/2. (8.82)
We refer to this case as a maximum gain horn. Its phase center is seen to be located halfway

between the aperture and the apex. If we use (7.70), we see that the maximum directivity
for a given length L of the horn can be expressed as

D, =8/0° = 2kL = 4xL/\ . (8.83)
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with 6, in radians. The maximum gain horn is therefore the shortest horn that can give
a certain specified directivity, and the length of it can be obtained from Eq. (8.83). Its
far-field phase center is halfway between the aperture and the apex of the horn. By using
Eqgs. (8.83) and (8.69) we obtain a very simple equation to determine L, if a certain taper
T = 20log |E(0)/E(0)| is specified at an angle 6;

L/\ = —0.07T/6% , (8.84)

with 6 in radians. It is also possible to design corrugated horns for providing as small beam
radius as possible at a certain distance z, from the aperture. The dimensions of such horns
are determined by the equation

(L + 2)pa/ L = 22, [kpa - (8.85)

Then, at the distance z, from the aperture, the phase center of the beam is located at
Zpe = —L/2.

8.9.6 Design curves

We have plotted some design curves based on Egs. (8.70) - (8.73) in Fig. 8.24 - 8.26*. If we
want to design the horn so as to give a prescribed illumination taper at a certain angle 6.,
we can use Fig. 8.24 to find the required directivity of the horn. If we want —20dB taper at
0. = 10°, we read a directivity of G, = 28dBi. This number can then be used in Fig. 8.25
to determine the aperture diameter and flareangle of the horn. We see that with D = 11\
and a = 5° we have a slightly aperture-controlled horn, but this will be L = 63X long. The
shortest horn (maximum gain horn) having the same directivity has D = 13X and a ~ 8°, i.e.,
a length of L = 46\. A flareangle-controlled horn will have a &~ 10° and D ~ 23X, for which
L = 65)\. Finally, we can find the phase center location in Fig. 8.26.

The Gaussian beam model for the radiation pattern of a corrugated horn antenna may be used
in general work on reflector antennas where an analytical feed pattern is needed. The model
was used here to define aperture-controlled and flareangle-controlled horns. These can also
be referred to as narrow-band and wide-band horns, respectively. The shortest horn giving
a specified directivity is called a maximum gain horn. This also represents the boundary
between flareangle-controlled and aperture-controlled horns at which the maximum phase
variation over the aperture iS ¢max =~ 7.

8.9.7 Example: Design of dual band horn

We will now use the Gaussian beam formulas for corrugated conical horn antennas in order
to determine the minimum size a horn can have in order to work at both 8.5 GHz (X-band)
and 2.3 GHz (S-band) according to some specifications to be given. The dual-band operation
is possible by using dual-depth corrugations, i.e., every second of the corrugations in the
horn are quarter wavelength deep at S-band and every second a quarter wavelength deep
at X-band. We will here only consider how to determine the major dimensions such as
the diameter and length of the horn. The horn is intended to feed an offset paraboloid for
nearly equal performance at S- and X-bands. To do this, we require that the feed pattern
have a taper of between 12.5dB and 15dB for § = 45° at both frequencies. Furthermore, we
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require that the phase center locations at S-band and X-band be closer than A /4, where A
is the wavelength at S-band, in order to avoid a significant reduction in directivity due to
defocussing of the paraboloidal reflector.

SOLUTION:

From Fig. 8.24 we see that we need a directivity of D, ~ 13.2dB in order to obtain —15dB
taper at 0. = 45°. From the same figure we see that this corresponds to an 8.69dB half
beamwidth of 6, = 34°. We can calculate this more accurately by using

201log |G(0)/G(0)| = —(6/6,)* - 8.69dB .

Inserting 15dB taper at 6. = 45° gives —15dB = —(45°/6,)?8.69dB. Thus, the 8.7dB width
which provides 15dB taper for 0 = 45° is

6, = 45°/8.69/15 = 34° .

We can obtain identical beamwidths at both S- and X-band by using an ideal flareangle-
controlled horn, i.e., a large horn with flareangle

a=0,/0.59 = 34°/0.59 = 58° .

This value can also be read from Fig. 8.25 by using D, ~ 13.2dB. The aperture diameter
must be at least 10\, which is very large.

We are satisfied with —12.5dB taper for § = 45° at X-band. A —15dB taper corresponds to
a gain of 13.2dB, and —12.5dB taper corresponds to about 11.2dB (see Fig. 8.24). Thus, we
can accept 2dB less horn gain at S-band compared to X-band.

We have already shown that a flareangle-controlled horn should have o = 58° to produce
D, ~ 13.2dB. Let us study the curve for a = 60° flareangle in Fig. 8.25 which is very close
to the design value of 58°. We see that the directivity is larger than 11.2dB when D > 2.4).
Thus, if we choose D = 2.4\, at S-band, we obtain

8.5 GHz
2.3 GHz

at X-band, for which the a = 60° curve in Fig. 8.25 gives D, = 13.2dB. The wavelength at
S-band is

D =24\, - — 8.9\, ,

300
Ag = o3 mm= 130mm ,

so the physical dimensions of the horn becomes
D =24-130mm = 320 mm ,
L=D/(2tana) =90mm .

The phase center locations of this horn can be read from Fig. 8.26 or calculated by us-
ing (8.73). At S-band we get z,c = —0.65L and at X-band z,. = —0.97L. The spacing between
these two locations is Azp. = 0.32L. Thus,

Azpe/Ag =0.32-90mm/130 mm = 0.2215 .

This satisfies the requirement of Az,. < A /4, so the horn satisfies the desired specifica-
tion.
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Figure 8.24: *Directivity as a function of the beam angle 8. at which a Gaussian beam pattern is
a certain level in dB smaller than the level at the center of the main lobe.

8.10 Other types of horn antennas

The corrugated conical horn was first described in 1966 [4], [5] and [6], and since then it has
developed to have special features and for a large number of applications. We will here only
refer to the basic paper by Thomas [7], the extensive book of Olver, Clarricoats et al. [8].
In addition, the compact corrugated horn in [9] is worth mentioning. It has constant beam
width suitable for prime-focus paraboloids, low cross-polarization and low return loss over
almost an octave bandwidths. Corrugated horns can also be provided with a lens to make
them more compact [10], or they can be profiled to a shape that is more compact then their
original conical shapes. The Gaussian beam model of corrugated horns presented in this
chapter was first published in [12].

The corrugated surface is the basis of the concept of soft and hard surfaces®, and the concept
itself grew out from a desire to realize horns with uniform aperture distribution, so-called
hard horns [13]. The concept of soft and hard surfaces has inspired to other ways of realizing

3 The soft and hard boundary conditions are described in Section 4.1.4.
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Figure 8.25: *Directivity of a corrugated horn as a function of the aperture diameter D for different
flareangles . The dashed line represents the boundary between the aperture-controlled (left) and
flareangle-controlled (right) horns, at which the horn has its maximum gain for a given length.

soft horns than by corrugations, such as the strip-loaded horn [14] and the metamaterial
horn [15]-[16]. The latter makes use of a metal-wired texture and is actually almost a hard
horns. The boundary condition at the wall is the same in E- and H-plane, not entirely hard
but with much better aperture efficiency than a soft horn. Some more soft and hard horn
antennas are reviewed in [17].

Several studies have been made on hard horns with uniform aperture distribution. However,
they cannot be realized with large sufficient bandwidth for practical applications. Still, if the
application has two narrow bands a hard waveguide section may be used to improve smooth
wall horn designs [18].

The quad-ridge horn is a very wideband coaxially-fed horn-type antenna. It was originally
developed for use in test ranges and for EMC applications of almost decade bandwidth [19].
However, it is also possible to use them over a smaller but still very wide frequency band to
feed reflectors [20].
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8.11 Exercises to Chapter 8

1.

Pyramidal horn: Consider a y-polarized large pyramidal horn antenna with a rectangular
aperture.

a) Use the theory for apertures in free space to find the far-field function of it, when we
assume that the phase is constant on the aperture. Use the Huygens equivalent. What is the
cross-polar radiation pattern?

b) We excite the same horn for circular polarization in a way that there is no cross-polarization
in the center of the horn aperture. What is the maximum relative cross-polar level in the
aperture (i.e., relative to the co-polar maximum)? Use the Huygens equivalent to derive an
expression for the radiation field. Find the expressions for the co- and cross-polar radiation
patterns in the two principal planes when the aperture is quadratic. What is the relative
cross-polar level in dB in these two planes for sin@ = \/(2a) where 2q is the aperture width?

. Conical corrugated horn: Use the Gaussian beam formulas for horn antennas to design a

conical corrugated horn with a 10dB half-beamwidth of 15° at 12 GHz. The half-beamwidth
is only allowed to vary by +2 % over a +5 % bandwidth. Try to keep the dimensions as small
as possible.

. Dual-band corrugated horn: We shall now use the Gaussian beam formulas for corrugated

conical horn antennas in order to determine the minimum size a horn can have in order to
work at both 8.5 GHz (X-band) and 2.3 GHz (S-band) according to some specifications to be
given. The dual-band operation is possible by using dual-depth corrugations, but we will here
only consider how to determine the major dimensions such as the diameter and length of the
horn. The horn is intended to feed an offset paraboloid for nearly equal performance at S- and
X-bands. This corresponds to requiring that the feed pattern has a taper of between 12.5dB
and 15dB for 6 = 45° at both frequencies. Furthermore, the phase center locations at S-band
and X-band must be closer than Ag /5, where Ay is the wavelength at S-band, in order to avoid
a reduction in directivity due to defocussing of the paraboloidal reflector.

a) Determine the 8.7 dB width of the Gaussian beam which provides 15dB taper for § = 45°.
b) If we have no requirement on the size of the horn, we can obtain identical beamwidths
and phase center positions at S- and X-bands for a certain choice of dimensions. What kind
of horn is this, and what is the flare angle?

c) Use the flare angle determined in step b), and determine the minimum length of the horn
which satisfies the requirements on the taper and phase center positions.

4. See the exercises about arrays of horn antennas in Chapter 10.
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Chapter 9

Reflector antennas

Reflector antennas are widely used in communication, radar and radio astronomy. Their sizes
vary from small 0.3m diameter reflectors for millimeter-wave communication links to large
ground stations for satellite communications or radio telescopes with diameters of several
tens of meters. The largest reflector antenna in the world is the radio telescope in Arecibo
which has a spherical reflector with a diameter of 300m. Reflector antennas have often a
fixed main beam direction, but can also be steered by mechanical displacement of the feed
or by rotation and tilting of the whole antenna.

Reflector antennas can have many different forms. Normally they consist of one or more re-
flectors which are designed to collimate an incident plane wave by reflection and transmission
via each reflector to a focal point at a convenient location. The first reflector on reception
is the largest and is called the main reflector. The next reflector is called the subreflector.
If there are three or more reflectors, the last ones may either be called extra subreflectors,
or feed reflectors. The feed reflectors may make up a beam waveguide. The feed antenna
is located in the focal point. This is normally a horn antenna or a dipole above a ground
plane. On transmit, the feed antenna illuminates the reflector system such that a desired field
distribution is generated in the aperture plane in front of the main reflector. If the antenna
has a pencil beam, the desired aperture distribution always has constant phase.

The reflectors may also be fed by an array of feeds, whereby we can get multiple simultaneous
main beams (multi-beam antenna). The feed array is in this case often called a feed cluster.
It is also possible to generate contoured beams, either by having one feed and shaping the
reflector, or by using a feed array, or both. Some examples of different reflector antennas
are illustrated in Fig. 9.1. The first two are primary-fed paraboloidal reflectors with an
open waveguide feed and a self supported rear-radiating waveguide feed respectively. For
comparison the left antenna in Fig. 1.1 shows a paraboloid with a self-supported dipole-disk
feed. The third antenna in Fig. 9.1 is an offset parabolic reflector with a small conical horn
feed. The fourth is a rotationally symmetric dual-reflector antenna with a corrugated horn
feed. If the subreflector has convex shape as shown, it is called a Cassegrain type subreflector.
The fifth antenna is an offset dual-reflector with a concave (Gregorian type) subreflector and
a corrugated horn feed. The sixth antenna is a parabolic cylinder antenna fed by a linear
array of crossed dipoles. The linear feed array is also called the line feed. The seventh
antenna is the Arecibo spherical reflector antenna with a dual-reflector feed which can be
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moved mechanically to steer the beam.

We will in Section 9.1 describe how a reflecting surface of any known shape can be analyzed
by integration of a high frequency approximation of the induced currents on the surface, and
by aperture integration using the formulas in Chapter 5. Thereafter, we will show how to use
these methods to analyze a primary-fed paraboloid (Section 9.2) and a rotationally symmetric
Cassegrain antenna (Section 9.3). In both these cases the antennas will be characterized in
terms of different subefficiencies when the feed is a BOR; antenna (Section 9.4).

9.1 (General reflector antenna theory

We will in this section introduce Geometrical Optics (GO), Physical Optics (PO) integration
and aperture integration by describing how to analyze an arbitrary single metal reflector
which is illuminated by an antenna with a known far-field function (See Fig.9.2). The
approaches are general and extendable to multi-reflector systems.

9.1.1 General description of reflector and feed

The location and orientation of the feed is defined by the location r; of the origin of its
coordinate system (i.e., phase reference point) and the directions Xy, v and zy of its axes,
all expressed in their components in a global coordinate system.

The reflector surface is defined by the position vector
ro(u,v) = 24U, 0)X + yg(u,v)y + 24 (u,v)z , (9.1)

when u and v vary between their boundaries, that define the reflector rim. We choose the
reflector coordinate system to coincide with the global coordinate system. A rotationally
symmetric reflector is defined by

r (p,p) = peospx + psingy + z(p)z , (9.2)
for 0 < p < D/2, where D is the reflector diameter.

We will in the analysis to follow need the surface normal n. This can be calculated from the
two tangent vectors

= (%rs(u,v) = f{%(xs (u,v)) + Sf%(ys(u,v)) + 2%(23(%”)) ,
t, = %rs(u,v) = ﬁ%(ms (u,v)) + Sf%(ys(u,v)) + i%(zs(uw)) 7

by using
A=ty Xt,/[ty Xt,] . (9.3)

We must check that n is directed towards the lit side of the reflector, and if it is not we
reverse its sign.
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9.1.2 Incident field on reflector

We assume here that the reflector is in the far-field of the feed. Then, the radiation field of the
feed at an arbitrary observation point r can be expressed as (see Eq. (2.39) in Section 2.3.3)

1.
Bjlr) = —e Gy (f)) (9.4)
f
where G(ty) is the far-field function and £y = (r —ry)/ry with ry = |[r —rf| and r; the phase
reference point. The incident field on the reflector is

Ei(rs) = Ef(rs) ) (95)

where E¢(r,) is given by (9.4) with ry = |rg(u,v) —r¢| and £7 = (v, (u,v)—rf)/rs. The incident
H-field on the reflector is )
H; = Eff xE; . (9.6)

9.1.3 Reflected GO field

Geometrical Optics (GO) is an approximate method to determine electromagnetic fields.
It is asymptotically correct for high frequencies. In GO, all fields in free space propagate
geometrically along straight lines, referred to as rays, and these rays are reflected at material
interfaces by the classical reflection law. In order to analyze a multi-reflector system with
GO we need to consider both reflection and transmission of GO fields. We will here only
present the equation needed to find the propagation direction of the reflected field and its
complex amplitude and direction at the reflected point. This is sufficient in order to analyze
single-reflector systems.

The incident field on the reflector, as defined in (9.4), is a spherical wave. A field incident at
any specific point rs(u.,v,) can be interpreted as a field propagating along a GO ray defined
by (see Fig. 9.3)

r(s) =ry+s8; ; §; =Ty, (9.7)
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Figure 9.3: Ilustration of GO reflection.

where §; is the direction of the ray and s is a parameter measuring distance along the ray and
being zero at the start point ry of the ray. The ray is reflected at r,(ur,v,), and the direction
of the reflected ray can be found by using the reflection law, which in vector notation becomes

§ =8 —2(n-§)n . (9.8)
This corresponds to fi-§. = —n - §; which means that cosf,. = cos6; and 6, = 0;, i.e., the
angle of reflection is equal to the angle of incidence. The operation in (9.8) can be expressed
verbally as changing the sign of the n component of §;, because we subtract the n component
twice.

The reflected E-field E, must be orthogonal to §, in order to be a GO field, and, the total
E-field E¢ot = E; + E, at rs(ur,v,) must satisfy Eior x i = 0, i.e., the tangential E-field being
zero, if the reflector is a good conductor. These two conditions are satisfied when

E.=-E;+2(E; -n)n. (9.9)
The corresponding reflected H-field becomes
1
H.=H;,-2(H; n)n= -5, xE, . (9.10)
n
The reflected field propagates along the reflected ray
r(s) = rs(ur,v.) + s§, . (9.11)

The equation for propagating the reflected GO field along this ray is given by a general
GO transmission formula, which is more complicated than Eq. (9.4). It depends on the two
principal curvatures of the reflector surface at rs(u,,v.). The equation will not be introduced
here. We will only treat the case for which the §, of all reflected rays are parallel, i.e.,

8 =2 (9.12)

in all reflection points. Then, the GO transmission gives no variation of the field amplitude
along the ray, rather only a phase progression according to

E,(rs + s8,) = E.(r,)e 7k . (9.13)

The E- and H-fields at a point r(s) on a GO ray in free space are always orthogonal to the
direction § of the ray, and related by

H(r(s)) = %é x E(r(s)) . (9.14)
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9.1.4 PO integration

In order to determine the radiation (scattering) from the reflector we must find the induced
electric currents Ji(rs) on it (Fig. 9.4). This is generally very laborious, but we may ap-
proximate it by using GO as follows. If the scattered field at r is approximated by the GO
reflected field. By using (9.10) the total H-field becomes

Htot(rs) = Hi + Hr = 2Hz — Q(Hl . fl)fl . (915)

The induced electric currents at a PEC reflector are from equation (4.14) given as J = a x H.
Using this with Ho. approximated by (9.15) we get

J.,(r,) =20 xH; . (9.16)

This is commonly referred to as the Physical Optics (PO) approximation for the current
distribution. We see that the induced PO currents are found from the surface normal vector
and the incident H-field.

The radiation field of the total antenna, including both the feed (E¢(r)) and the scattered
field E4(r) from the reflector, in a point r in the far-field of the reflector, is now (r = |r|)

1
By(r) = By(r) + By(x) = -Gy (f) (917)

where the far-field function of the total antenna is
Gy(t) = G;(#)e’™ ™) + G, (F) . (9.18)

Here, the phase factor following G (#) is found by using (2.52)! with r; = r,, and where
the contribution from the PO currents on the reflector is found by using (4.49) and (4.51)%;

I See Section 2.3.4.
2 See Section 4.2.2.
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G () =1, — (I, - )i ; 1, = C [ n3po (rg)e? e Dds (9.19)
S/

with Cx = —jk/(4n) as before. The phase reference point of G:(#) is the origin of the global
coordinate system. The total field is always found by summing up the contributions from
both actual and induced sources, i.e., from the feed (giving G¢(#)) and the induced currents
on the reflector (giving Gy, (£)). I, is the PO far-field integral. The PO integration method
is very accurate for large reflector antennas, i.e., when the diameter D > .

9.1.5 Aperture integration

Let us assume that all the rays reflected from the reflector are parallel with z. Then, we may
define an aperture plane with normal z in front of the reflector, and the aperture field can
be found by using the GO formula in (9.13) as (Fig. 9.4)

E, = E,(r,)e F(za=2) (9.20)

where z, is the location of the aperture plane and z; = zs(u.,v,.) is the z-coordinate of the
reflection point rs = rs(u.,v,) at the reflector surface. The H-field in the aperture is

H, — 4 xE, . (9.21)
"

We have now a plane aperture in free space, and we can calculate the radiation field from it
by using the Huygens equivalent. This gives for the y-polarized component of the aperture
field (see Eq. (7.20))

Ga(F) = —Cil(y — (¥ - B)E) — (¥ x 2) X BBy, (k(X - 1), k(3 - £))e/*> (9.22)
where Cy is as before and

an (kza ky) — jf an (x/,y/)ej(kx$’+kyy')dxldy/ , (923)
A

with E., (2',y") = Ea-¥, k. = k(%x-#) and ky = k(y-t). The z-polarized component is calculated
correspondingly. The approach above can only be used when all the rays reflected from the
reflector are parallel, i.e., 8, = z. This is approximately the case in most reflector antennas.
If 5, ~ z, we may use the paraxial approximation §, = z, and still calculate the aperture field
in the way shown above. This is a very good approximation when the observation direction
t = z, since then the phase of the integrand becomes equal to the phase of the integrand of
the PO integral. This is evident from (9.24) in the following subsection. The approximation
is acceptable because the accuracy of the calculation of the far-field function is more sensitive
to the correct phase in the aperture than the correct amplitude.

9.1.6 Aperture integration by projection of the PO integral

Aperture integration is convenient compared to PO integration because the aperture integral
has the form of a two-dimensional Fourier transform. However, the aperture fields can only
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be defined well when the rays reflected by the main reflector are parallel so that (9.20) can be
applied. This is rarely exactly true, and it is never true when the feed is not located at the
focal point of the reflector. Therefore, we shall here introduce a more general aperture field
distribution, obtained by projection of the PO integral onto an arbitrarily chosen aperture
plane (Fig. 9.5). Let us write the PO far-field function in (9.19) as

Gro (1) = Ok [[ 1300 () = (1346 (x) - D)i]e DS . (9:24)
S

Let us now define an aperture in the z’y’-plane normal to the 2’ axis of an arbitrary primed
coordinate system®. We introduce a phase and amplitude projection J, of J,, in the aperture
plane A by

JodA =T, — (T - 22 e TF 248 (9.25)

PO

where 2/ and 2/ are the z’-locations of the aperture and the reflection points, respectively,
in the primed coordinate system. Moreover,

dA = (- 2)dS (9.26)

is the projection of the infinitesimal surface element in Fig. 9.5 on to the primed aperture
plane. Then, the integrand in (9.24) can be rearranged as follows

k2
7+ (Jpo 2/)2/ — (3. -f‘)f‘}ejk(rs'f)
27— (3 B)EAS | D)

By using (J, - #)fe/* a2 dA = (I, - #)8dS — (I, - 2')(2 - £)dS, we arrive at
Lo = 00 {13, = (3o D)l dA = (3, - 2)(7 D) + (3 - #)7  dS

~ [Ja - (Ja : f‘)f‘]efk(lé’?/-Fygy/)feij;dA .

The last approximation is obtained by using

Jpo - 2)2 — (Jpp - 2@ - E)E~ 0, and
o T4 (2 — 2p) = (@X +yl¥) T4+ 2((2 - F) - 1) + 2
~ (e X ) Tz,

when |f — 2| < 1.

In this way the PO integral of the far-field function has been approximated by an aperture
integral which has the form of a Fourier transform, i.e.,

G, = Cr(nJa — (034 - £)i)el e ; Jo = [[ Faelk 50954yl gy (9.27)
A

The results G, () (obtained by PO) and G, (£) (obtained by aperture integration) from the
above are identical for £ = 2’, i.e., when we observe normal to the aperture plane. Therefore,

3 The aperture in Section 9.1.5 was defined by 2 = 2 and by the location r, = 242 of its origin in the
global coordinate system.
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Figure 9.5: Projection of the PO currents into an aperture.

G, (f) can be used as an acceptable approximation for G, (¢) for small observation angles
0’ i.e., when |r — 2’| < 1.

The aperture integral G, () obtained by projection of the PO integral can be used for all
choices of directions 2’ even if the reflected GO fields from the reflector are not parallel with
the 2’ axis. However, the accuracy degrades more rapidly away from the 2’ direction (i.e.,
with increasing |# —2’|) if the direction of the reflected rays deviate considerably from 2’ (i.e.,
if |8, — 2’| is large). When # = §, = 2', G, (£) becomes identical to the conventional aperture
integral G, (#) of the GO aperture fields presented in (9.22), except for the incremental element
factor which for G, (#) is that of a Huygens source and for G, () is an electric current.

9.2 The paraboloidal reflector

We now apply the formulations in Section 9.1 to a rotationally symmetric paraboloidal re-
flector (Fig. 9.6), and present the formulas for this case. The paraboloid with focal point in
the origin is defined by

rs(p, ) = pp+2(p)z ; p = cospX +singy , (9.28)

with 2(p) = —F + p*/(4F) for0<p<D/2, (9.29)

where F is the focal length and D is the diameter of the reflector. An alternative parametric
description giving identical shape is

rs(0f, ) =1r(0f)r; F=sinf¢p—cosbsz, (9.30)

with r(0f) = F/cos?(0;/2) = 2F/(1 + cos 0) for0 <6y <9, , (9.31)

where 0, is the subtended half-angle of the paraboloid. The polar-angle 6 of the feed is
measured relative to the negative z-axis of the global coordinate system. The primary-fed
paraboloid is normally deep with 70° < 6, < 90°.
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Figure 9.6: Geometry of rationally symmetric paraboloid.

Two independent parameters are needed in order to specify the paraboloid. We can use any
two of the three parameters F, D and 6, (or any two combinations of them). A common
choice is D and F/D, but we will here prefer D and 6, since 6, gives a more direct measure
of the required beamwidth of the feed pattern than the F/D. The following formulas relate

pand D to 0f and 0,:
p=r(0;)sinf; = Fsinfy/cos®(0;/2) = 2F tan(6;/2) ,
dp/dd; = F/ cos®(07/2) = 1(6y)
D =4F tan(6,/2) .
9.2.1 Surface normal, incident and reflected ray

We calculate the surface normal vector as explained in Subsection 9.1.1. This gives

0 0 . . 0, s
t, = %rswf, p) = T(Hf)%r =1r(0y) sm9f%p =7r(ff)sinbfsp ,

to, = a(zfrs(%w) = faifrwf) + 7"(9f)889ff
= Fcos™(07/2)sin(0;/2)t +7(05)8;
= Fcos™(0;/2)[sin(0f/2)F + cos(8/2)0;] .
If we now use @ x # = —0; and ¢ x 8; = # we obtain
i = (t, X tg,)/[t, X to,| = —sin(0;/2)0; + cos(05//2)F .

This A’ is directed into the shadow side, so we invert it to achieve

n = sin(6/2)0; — cos(6;/2)f .

(9.32)

(9.35)

(9.36)

(9.37)

(9.38)

We locate the feed with its phase reference point in the focal point. Then, the direction of

the incident ray is
§ =r1.

(9.39)
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The direction of the reflected ray becomes

(9.40)
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by using n-§; = —cos(6f/2) and
4 2cos(f;/2)h = +sin 0,0 — 2cos(0;/2)F = fcosﬁfersinﬂféf =7.

Thus, all the rays reflected from the paraboloid are parallel with the z-axis when the feed is
located with its phase reference point in the focus.

9.2.2 Aperture field
If the feed is of BOR; type and polarized in y y-direction, its far-field function is

Gs(r) =G0, 97) = GE(Hf)sincpféf + Gy (0f)cosprpy (9.41)

where the index refers to the coordinate system of the feed, and G, (0y) and G, () are the
E- and H-plane far-field functions, respectively. 8¢, ¢y, 0 7 and @ can be calculated from r,
Xf, ¥¢ and zy by standard formulas. We locate the feed such that its phase reference point
coincides with the focal point of the paraboloid. Then, the incident field on the reflector is
found from (9.4), (9.5) and (9.31) to be

1

Ei= ——e " OD[G, (0;)sing0; + G, (07) cos oy,
r(0r) (9.42)
o A :
= e dkr(0p) G (Gf) sinpf; — G, (Hf) cos p@]
r(0y)

where in the last line, by using that X; = —% and y; = §, so that ¢y =7 — ¢ and ¢; = —¢,
we have introduced the azimuth angle ¢ of the global coordinate system . For 6y < 6,, the
reflected field becomes

1 )
E, = -E;+2(E; -h)h = —meﬂ’“(@f)[GE (07)singpp + G, (05) cos @] , (9.43)
f

because (see Fig. 9.7)
07 —2(0;-h)n=p, P-2p-A)h=¢. (9.44)

Finally, the aperture field at z, = 0 becomes

Eu(p,0) = E(p)singp + E,, (p) cos p@ (9.45)
for p < D/2, with
’ EE(P)} _ —lcos2(9 /2) (Gg(af)) o J2kF (9.46)
EH (P) F ! GH (ef) ’ '

where the relation between p and 6 is given in (9.32). The phase term —2kF is a result of
the total path length

r(0f) +7(0f) cosOp = kr(60;)(1 + cosy) = 2kF . (9.47)
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Figure 9.7: Reflection at paraboloidal surface.

This is readily seen by using (9.31). The feed can also be described by its co- and cross-polar
patterns Geo,. (07) and Gxp,.. (f7) in the 45°-plane®. Using these the aperture fields become®

Ea(p, ) = [Ecosso (p) = Exp,so (p) €08 20]y — Exp,.. (p) sin 2¢% (9.48)

for p < D/2, with

Eco o (P) } 1 2 <Gco o <9f)> —j2kF
45 — _ 0:/2 45 J . 9.49
EXP450 (p) F o8 ( f/ ) GXP45O (ef) ¢ ( )

The cross-polar part in (9.48) varies as sin2¢ which gives four cross-polar sidelobes with
maximum in the ¢ = 445°-planes, as for the feed pattern. We see also that the aperture
field has constant phase if the far-field function of the feed has constant phase. This never
appears exactly in reality, but the most constant phase appears when the phase reference
point is at the phase center of the feed. In addition, the feed must be located relative to
the reflector such that its phase center is located at the focal point of the paraboloid. This
appears automatically if the phase reference point coincides with the phase center. Actually
all the above derivations were done with the initial assumption that the phase reference
point coincides with the focal point. Finally, we see that the illumination of the aperture rim
relative to the center of the aperture is

—-20 ].Og |ECO45O (D/2)/EC0450 (0)| =

: (9.50)
= —20log | cos“(0,/2)Geo,s0 (0,)/Geoyso (0)] -

This value is commonly referred to as the aperture illumination taper. The feed illumination
taper is correspondingly

~2010g [Geoyyo (0,)/Geope (0)] - (9.51)

The difference between these two is due to the space attenuation between the feed and the
reflector, which has a cos?(6/2) variation with 6.

4 See the BOR; relations in Eqgs. (2.84)-(2.87) in Section 2.4.2.
5 See also Eq. (7.44) to (7.49) in Section 7.5.1.



9.2. THE PARABOLOIDAL REFLECTOR 308

9.2.3 Typical radiation pattern of paraboloidal reflector

The far field pattern can be computed most accurately by PO integration as explained in
Section 9.1.4. It is then important to add the contribution from the far field function of the
feed, according to (9.17). If we do not do this, there will be a large erroneous radiation in
the region behind the reflector. The reason is that the PO integral over the reflector and the
direct radiation from the feed cancel each other vectorialy in the shadow region behind the
reflector, because the PO integration provides the scattered field from the reflector.

The far field pattern from aperture integration is less accurate, but more convenient for
analytical work and for interpretations. When we have found the aperture field we can
directly use the aperture field integration formulas for free space apertures in Chapter 7. It
is important to note that the aperture field is an approximation of the total field caused by
the far field of the feed being reflected by the reflector surface, in contrast to the PO integral
that only represents the scattered field of the reflector”. Therefore, when we include the
direct contribution to the total far field from the far field of the feed, we must in this method
remove the part of the feed pattern that is blocked by the reflector. This is illustrated
in Fig. 9.8. The part of the feed pattern that radiates outside the reflector is referred to
as spillover, and represents both a loss in aperture efficiency and increased sidelobes. By
comparing the right graphs of Fig. 9.8(b) and 9.8(c) we can clearly see the contribution to
the total sidelobes due to direct feed radiation. These so-called spillover lobes appears close
to # = 180° — 6,. There is a sharp so-called shadow boundary at the edge of the reflector at
0 = 180° — 6,, providing a shadow behind the reflector. This will in reality be diffuse due to
edge diffraction, which can be accounted for by extending the ray tracing theory with edge
diffraction theory. This causes the spillover lobes to be lower than shown in Fig. 9.8. The free
space aperture integration formula (using the Huygens equivalent) provides also a far field
in the shadow region behind the reflector. This is inaccurate but still usable in theoretical
works. The PO integration approach provides much more correct far field patterns than the
ones presented here by aperture integration and addition of feed spillover. Still, the present
approach is still very useful for interpretation, and, it is numerically faster.

Fig. 9.8(a) illustrates a center blockage of the aperture field, due to the feed (or the subreflec-
tor in a rotationally symmetric dual-reflector antenna). This effect will be treated in more
detail in Section 9.4.6. We see the effect on the sidelobes by comparing the near-in sidelobes
in the two graphs in Fig. 9.8(c). The center blockage causes an increased first sidelobe, and
the increase is larger the stronger the feed illumination taper is. We see that every second
sidelobe get increased level due to the center blockage.

9.2.4 Directivity, feed efficiency and spillover

The total radiated power can be found by integrating the radiation intensity of the feed. The
corresponding power integral P becomes (see the definition in (2.93))

P =21 [ [Grop 0) + [Gue (01) 0605 (9.52)
0

6 See the definition of scattering in Section 1.3.1.
7 See the definition of scattering in Section 1.3.1.



309

CHAPTER 9. REFLECTOR ANTENNAS

center blockage d|

aperture illumination

1
aperture
illumination

reflector

(a)
Feed pattern Feed pattern with blockage from reflector
40 T T T T T T T 40 T T T T T T T
——10dB ——10dB
301 = = =15dB|q 30 = = =15dB [
‘‘‘‘‘ 20dB ‘= =:20dB
201 Taper 1 20 Taper b
g g 10 i
< <
8 8 or 4
=10 4 T
I3
0
-20 ,-IA
_30 i i i ~30 i i PR i
-180 -135 -90 -45 0 -180  -135 0 45 90 135 180
0(°) 0(°)
(b)
Total radiation pattern (feed+aperture)
40 T 40 T T T T T T T
30 1
20
g 0f -
ko 3
£ £
g °r 18
—10+ 1
—20} 1
-30 £ - -
-180 =135 -90 —45 0 45 920 135 180
0(°)
(©)

Figure 9.8: *Effects of spillover, center blockage and taper in symmetrical paraboloid. (a) Illustra-
tion of feed pattern and aperture distribution in cross section of rotationally symmetric paraboloidal
reflector with diameter D. (b) and (c¢) Contributions to co-polar far field patterns of paraboloid in
45°-plane when D = 30\, d = 3) and 6, = 80° for different feed illumination tapers. Illustrated for
cos™(0/2) feed pattern, and by integration over reflector aperture. All contributions are presented
in the output coordinate system of the reflector with vertical z-axis. Therefore, the maximum of the
feed pattern appears at +180°.
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The far-field function of the reflector can be calculated from the aperture field in (9.48) by
using the equations in Section 7.5.1. We will study this far-field function for # = 0, in order
to derive expressions for the aperture efficiency. We then have

G(0,0) = —jCx2E,, (0,0)y , (9.53)

where Cy = —jk/4m and (if we use (9.34) and suppress e 72*F")

. D/2
E,,(0,0) = 27T/0 Eco,s0 (p)pdp

0,\ [% 0f
=mxDcot | = Geoyso (Of) tan | —=- | dfy .
2 ) J, : 2

In what follows, we use both the two expressions for the aperture integral in (9.54). The
former is an integral over the aperture distribution, whereas the equivalent latter expression
is written as an integral over the feed pattern, see the illustration in Fig. 9.8. The former
expression is generally valid for all reflector types, whereas the latter expression can only be
used for feeds illuminating paraboloidal reflectors.

(9.54)

The directivity becomes®
47|G(0,0) - Co*|2  4x D\’ D\ >
DO = P = Feapﬂ' 5 = €ap T 5 (955)
where the aperture efficiency is
eap = |Ea, (0,0)[*/(PA) (9.56)

with A = n(D/2)?, as the aperture area. This can be expressed as

2
dr cot?(6, /2) ] J20 Gleoso (07) tan (07 /2)d6;
27 [y (|Geosse (07) 12 + |Gapyyo (07)]?] sin Odfy

(9.57)

€ap

The effects of tolerances and the blockage caused by the feed and its support legs have not
been included in this version of e,,. It is a function of the radiation characteristics of the
feed, and it is therefore often referred to as the feed efficiency. It is also a function of the
depth 6, of the paraboloid. We can alternatively express the aperture efficiency in terms of
the integrals of the aperture distribution, according to

D/2 2
(5) |27 13" Eeore (p)pdp
Cap = Eap — : . 7 (9.58)
271— .]1() HEC0450 (p)‘ =+ |EXP450 (p)| ]pdp

where ;
27 [0l Geoyyo (07) 12 + |Gxp o (07) 7] sin 06

B 27T fOﬂHGCO450 (ef)‘2 + ‘GXP450 (ef)P] Sin efdef

is the spillover efficiency. The spillover efficiency represents the power within the subtended
angle 0, (i.e., the power hitting the main reflector) relative to the total power radiated by

(9.59)

€sp

8 See Section 2.5.2.
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Figure 9.9: Example of Cassegrain dual-reflector antenna

the feed. The total power in the aperture is equal to the total power reflected from the main
reflector.

We will in Section 9.4 factorize e, in different subefficiencies, characterizing different prop-
erties of the feed pattern. We will also give numerical values for the case that Geo,.. (0) =
cos™(05/2).

9.3 The Cassegrain antenna

The classical Cassegrain antenna consists of a paraboloidal main reflector and a hyperboloidal
subreflector. We need four independent parameters in order to uniquely describe the geom-
etry of the Cassegrain (Fig. 9.9). The most convenient ones are the main reflector diameter
D, the subreflector diameter d, the subtended half-angle 6, of the subreflector, and the sub-
tended half-angle ¥, of the main reflector. The shape of the main reflector is given by (9.31)
by replacing §; and ¢, by ¥ and ¥,. We will not give the equation for the subreflector
here. The paraboloidal main reflector has a primary focal point in the origin of the global
coordinate system, and the dual-reflector system has a secondary focal point, whose location
can be calculated from d, ¥, and §,. We will not give the formula here. In a Cassegrain
antenna ¢, is normally small (5° < 6, < 30°) and ¥, is large (70° < ¥, < 90°).

9.3.1 Aperture field and efficiency

At high frequencies the Cassegrain can be analyzed approximately by aperture integration.
We assume that the feed is located with its phase reference point in the secondary focus and
has a far-field function of the form given in (9.41). Then, the aperture field is found by using
GO ray tracing from the feed via the subreflector and the main reflector to the aperture. The
result can be shown to be

Ea(p,¢) = [Ecoyso () = Expz0 (p) 08 20]y — Exp, (p) sin 29X, (9.60)
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with

Eeoyso (p)} _

GCO45O (9f> —JjkLot
Eapo () cos2(9f/2) <G (Gf)) e IkL (9.61)

eq XPygs50

for 0y < 6, where F.q = D/(4tan(6,/2)) is called the equivalent focal length. Further, Lo
is the total path length from the secondary focus via the two reflectors to the aperture,
e.g., measured along the central ray, and p = 2F,qtan(f¢/2). From the form of the aperture
field it is clear that the aperture efficiency of the Cassegrain has to be given by the same
formula (9.57) as the aperture efficiency of the primary fed paraboloid.

We will in the next section factorize the aperture efficiency in different subefficiencies. In
addition, we will add center blockage to it. The center blockage effect in the Cassegrain
antenna is caused by the subreflector and in the primary-fed paraboloid by the feed.

9.4 Subefficiencies of paraboloids and Cassegrains

When characterizing a reflector antenna system with a pencil beam, it is quite common to
separate the aperture efficiency in different subefficiencies. In this section we show how this
can be done for rotationally symmetric paraboloids and Cassegrain antennas. The principle
is general and can also apply to offset and multi-reflector systems. Nevertheless, the formulas
for the different subefliciencies are different. The feed is assumed to be of BOR; type.

9.4.1 Spillover, polarization, illumination and phase efficiencies

The first approximation of the efficiency of a paraboloid or Cassegrain antenna was already
given by (9.57), and is often referred to as the feed efficiency. This can be factorized in
several contributions [1], according to

€ap = Esp€polEill€y , (9.62)

where each factor is described below.

The first efficiency is the spillover efficiency es,. This is the power within the subtended
angle 6, (i.e., the power hitting the reflector) relative to the total power radiated by the
feed. The equation for it was already given in (9.59). The relative spillover power is given
by 1 — esp. This should be reduced as much as possible in order to improve the directivity.
In addition, it is a major contributor to the antenna noise temperature, in particular if the
spillover radiation hits the hot ground®. In a paraboloid or Cassegrain antenna the spillover
efficiency is typically between —0.05dB and —0.5dB, depending on the illumination taper of
the aperture and the quality of the feed pattern.

The next subefficiency ey is the polarization sidelobe efficiency. This is the power of the co-
polar field relative to the total power, both within §,. For circular polarization this becomes

9 See Subsection 2.5.8.
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D/2 D/2
€pol = / |ECO450 (p)|2pdp// [|Ec045o (p)|2 + |EXP450 (p)|2]pdp
0 0 (9.63)

by bo
= /0 |Geosse (05)] sin Odds/ /0 [Geosso (01)1” + |Grap0 (07) "] sin 6By .

In this section we are considering ideal excitations for which the radiation field of the feed has
zero cross-polarization on axis. Therefore, this polarization sidelobe efficiency is a measure
of the power lost in cross-polar sidelobes within 6,. This polarization sidelobe efficiency
must not be mixed up with the polarization efficiency in Section 2.3.11, which accounts for
a non-ideal excitation of the antenna giving a cross-polar level on axis.

The polarization sidelobe efficiency for linear polarization gets a slightly different form than
that for circular polarization in (9.63). The reason is that the BOR, type far-field function
for linear polarization has a cross-polar part with sin(2¢) variation, giving sidelobes in the
45°-planes only, whereas it has ring-shaped sidelobes around the symmetry axis for circular
polarization. The polarization sidelobe efficiency e, for linear polarization is always the
highest and can be expressed in terms of ey, for circular polarization, according to

1
ey =1— 5(1 — €pol) - (9.64)

It is normally not needed to differentiate between the two forms of the polarization efficiency.
It is sufficient to use (9.63) for both polarizations, and consider it as a measure of the
reduction in efficiency due to phase and amplitude differences between the E- and H-plane
far-field functions. In most reflector antennas the polarization sidelobe efficiency is very high,
typically better than —0.1dB.

By using (9.63) as the polarization efficiency, we achieve the following illumination efficiency

2
D/2

127 Jy/% | Ecowse (0) o]
D/2

A27 [7? | Bco,,. (p)2pdp

= 2 cot? ( e ) [fof cosse (07)| tan (%f) defr

00450 9f)|2 sm 6fd9f

€ill =
(9.65)

with A = 7(D/2)?>. The illumination efficiency, ey, becomes unity for a uniform aperture
illumination, i.e., when |Eeo,., (p)| = const corresponding to |Geo,.. (65)| = const/ cos®(0y/2).
The illumination efficiency is in a practical antenna typically between —0.4dB and —1.5dB,
for illumination tapers varying between 10dB and 20dB.

The remaining subefliciency is due to phase errors in the co-polar radiation field Geo,.. (05).
This is the phase efficiency

2
‘ D/2 Eeo,o (p)pdp‘ ’fo‘% Geo,so (05) tan (%) d9f’

P B Olode]” [ G (67) 1an (%) a6y

(9.66)
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The phase efficiency is the only subefficiency which depends on the location of the phase
reference point of the feed, i.e., the location of the feed relative to the focal point of the
reflector. This fact can be used to uniquely define a phase center for the feed, corresponding
to the feed location which maximizes the phase efficiency. A formula for calculation of the
phase center will be derived from this definition to be presented in Section 9.4.3. When the
feed is located with its phase center in the focal point of the reflector, the phase efficiency
is normally very high, typically better than —0.1dB. If the co-polar far-field function has
constant phase, the phase efficiency is 0.0 dB.

9.4.2 Example: cos"(0;/2) feed

In order to illustrate the significance of the different subefliciencies it is convenient to use a
theoretical radiation pattern as an example. Let us therefore assume that

Geoyso (0f) = cos™(04/2) , Gyp,so (05) =0, (9.67)

which describes the shape of the main lobe of the most common feed patterns by choosing n
such that, e.g., the 10dB tapers of (9.67) and of the actual feed pattern are equal. Thus, n
can be calculated from

n= |A0|dB/(_20 log(cos(90/2))) ’

where |4, |,z = —20log(|A4,]|) is the amplitude taper A, in dB of the actual feed pattern at 6,
i.e.,

Ay = Geopoo (0,)/ ooy (0) (9.68)

This cos™(6y/2) pattern is very similar to a Gaussian beam within the 10dB beamwidth, but
it has the advantage over the Gaussian beam that the feed efficiency integral can be solved
analytically. By using (9.57), this becomes

er = 4cot?(0,/2)[1 — cos™ (0, /2)]*(n + 1)/n* . (9.69)

Eq. (9.69) is shown in Fig. 9.10, as a function of the feed illumination taper |A,|, '°. It is
also common to consider the efficiency as a function of the aperture illumination taper defined
in (9.50) which is stronger than the feed taper because the space attenuation increases with
0. For our cos"(0f/2) feed pattern the aperture taper becomes

Aup = A, cos(0,/2) .

We see in Fig. 9.10 that higher feed efficiencies are available in Cassegrain systems (small
0,) than in primary-fed paraboloids (large 6,). The highest feed efficiency is about —0.9dB,
and appears for 10dB feed illumination taper in a Cassegrain antenna. Higher efficiencies are
available with improved feed designs'!.

The spillover efficiency for the same feed pattern becomes
esp = 1 —cos®2(0,/2) =~ 1 — (A,)?, (9.70)

where the approximation is valid for 6, < 30°. The most accurate formula is plotted as
a function of the feed illumination taper in Fig. 9.10. Thus, in a Cassegrain with —10dB

10 There exist MATLAB code for all figures of which the caption start with *.
11 Shaped reflectors can also be used.
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Figure 9.10: *Feed efficiency and spillover efficiency for the theoretical feed pattern cos™(6/2) when
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it is used to feed a paraboloid or Cassegrain antenna.
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illumination taper the spillover efficiency is about 90 % whereas it is 99 % if the taper is 20 dB.
The illumination efficiency can be found by dividing (9.69) with (9.70). It becomes almost
equal to the spillover efficiency when the taper is 10dB.

The cross-polar feed pattern Gyp,.. (6y) is half the difference between the E-and H-plane
patterns. It is very sensitive to phase differences between them. If we assume that the
E- and H-plane patterns have ideal phase centers which are separated by 26, and that the
patterns otherwise are equal, we may write

G, (05) = cos™ (07 /2)er2k0 s (05/2) (9.71)
G, (0f) = cos™(0;/2)e 9205 (05 /2) (9.72)
where k& = 27 /) is the wavenumber. This gives
Geo,so (07) = cos™ (0 /2) cos(2kd sin®(0/2)) , (9.73)
Gipyso (0f) = jcos™(05/2) cos(2kd sin?(0;/2)) . (9.74)

We can get some simple and useful results if we approximate cos®"(6;/2) by
G (05)? =G (05)* =1~ (1~ A2)(07/6,)* for 65 <6, , (9.75)

where A, = |G,(0,)/G(0)| is the feed illumination taper. Then, when 6, is small and
2kdsin?(6,/2) < /2, it is possible to derive analytical expressions for the maximum of the
cross-polar pattern Gyp,.. (f7). The maximum is found to appear for

O = 0,4/ (2/[3(1 — A2)]) , (9.76)
for which the co-polar level is
|Geoyso (0m)/Geoyso (0)> =1/3  (ie., —=5dB) , (9.77)
and the maximum cross-polar sidelobe level becomes
|Gapso (Om)/Geogse (0)* & (A6,)? /2T , (9.78)

where Ag¢, is the difference in radians between the phases of the E- and H-plane radiation
patterns for 6y = 0,, i.e., Ap, = 4k§sin?(0,/2) from (9.71) and (9.72). This means that
the maximum of the cross-polar sidelobe appears where the co-polar field is about 5dB
lower, if the cross-polarization is caused by different phase centers in E- and H-planes. Also,
from (9.78), we see that in order to get a cross-polar sidelobe which is more than 30dB lower
than the co-polar maximum, we must require that the difference A¢, between the E- and
H-plane phases is less than about 10° for 6; = 6,.

An approximate and illustrative formula for the polarization efficiency can also be derived
when |G (0;)|? and |G, (0;)|* are given by (9.75). With the same assumptions which were
used to obtain (9.76)-(9.78), we obtain

€pol & 1 — (A¢o)2/24 ’ (979)
for illumination tapers of 10dB or more, and

epol 1= (Ag,)?/12, (9.80)
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for a uniform illumination. We see that the polarization efficiency is higher than 99 % if the
maximum of the cross-polar sidelobe is more than 20dB lower than the main lobe. In fact,
by comparing (9.78) and (9.79) we see that for a tapered illumination we have the following
approximate relation between the polarization efficiency epo and the maximum cross-polar
sidelobe

epot & 1 = [Gxp, 0 (Om) [ Geo,50 ). (9.81)

Therefore, if the maximum cross-polar sidelobe is 201og |Gxp 0 (6m)/Geo,z0 (0)|> = —20dB, the
polarization efficiency is about 99 %, i.e., —0.05dB. Thus, the polarization efficiency is very
high for normal cross-polar sidelobe levels.

9.4.3 Phase center

The phase center is the location of the phase reference point which minimizes the phase
variations of the co-polar far-field function Geo,.,(6f) over a specified angular region. A
simple formula to calculate the phase center was given in Section 2.3.7. This is valid if the
phase of Geo,,. (f5) is nearly constant when referred to the phase center. However, in practice
the phase of Geo,,. (0) Will never be constant, so we introduce an exact definition of it, as the
phase reference point which maximizes the phase efficiency in (9.66). This definition is valid
for feeds in paraboloids and Cassegrain antennas, and we will use it to derive an expression
for calculation of its location [2]. First, we write 774 in a form which makes it more convenient
for maximization. We introduce

Geogeo (0) = |Geoyso ()72 Geogoos () = |Geoyyo (0)]e795@ (9.82)

where $s5(0) = ¢(0) — kéd cos (9.83)

is the phase function when the phase reference point is moved to z = § (See (2.51)). We
assume small phase errors, i.e.,

T
$5(0) = 5(0) < 5 (9.84)

and get by Taylor expansion of the phase factor
eps =1 —(¢3) + (05)% , (9.85)

where ¢s and (¢2) are the mean and the mean-square phase errors, respectively, given by

P 90 90
7 = / w(6)[65(6) — 65(0))d6 / w(6)d6 (9.86)

90 00
@) = / w(6)[65(6) — 65(0)%d8/ / w(6)do . (9.87)

where the weight is
w(f) = |Geo,so (0)| tan(6/2) . (9.88)

An alternative and equal expression is

eps = 1 — (¢s5 — ¢5)? , (9.89)
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R —— 00 PR 90
where (¢s — ¢5)* = / w(0)[¢s(6) — ¢6]2d9// w(6)do (9.90)
0 0
is the mean-square phase error around the mean phase error.

By substituting (9.83) into (9.86) and (9.87), we can write (9.85) as a function of k§ as

eps = ¢ — 2bkS — a(kd)? | (9.91)
where
Log2  (Iws\? Luge  Twolwe Ly L\’
— 1 _ w l — w@c _ w wc — wcC. _ LC
¢ I +(Iw) ’ "=, TER ‘T <Iw) ’
90 60
with I, = / w(9)do , / w()[cosd — 1]db ,
0 0
90 90
TIyeo = / w(f)[cos O — 1]%d6 Iy = / w( — ¢(0)]do ,
0 0

Lugs = / Tw@)60) — o029 and  Lege = / w(0)[cos 0 — 1][6(0) — 4(0)]dB

Eq. (9.91) has a simple dependence on ¢ and can easily be maximized. The result § = §,,
which we define as the phase center, becomes
b I’wIW¢C -

Iw¢lwc
kb, =—=—"—"7-—""-"+. 9.92
¢ a Iwc2-[w - (Iwc)2 ( )

The phase center, as defined here, is a function of the subtended angle 6,. The corresponding

maximum phase efficiency is
2

b
(6¢5)max =c+ ; . (9.93)

The above formulas assume small phase errors. If they are not small, we may first calculate
an approximate phase center by using (2.63), transform the phase reference point to this
location, and thereafter use the above formulas.

9.4.4 Axial displacements of feed

For small axial displacements of the feed around the phase center d,, we can rewrite (9.91)
in the following form

€gs = (€¢5)max — a[k(d — 50)]2 : (9.94)

This equation can be used to find the required axial tolerances of the feed position. Let
us define the tolerance +£A§ as the displacement, causing an efficiency reduction of 0.1dB,
corresponding to egs = 0.977(€ps5)max- This gives from (9.94)

1
KAS = 0151/~ (¢95)max - (9.95)

From (9.91) we find that it is independent of the phase pattern ¢(9). It is therefore illustrative
to elaborate (9.94) and (9.95) with an example. We consider a theoretical feed of the form
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Figure 9.11: *Efficiency losses due to defocussing of paraboloid or conventional Cassegrain. 6, is
subtended half angle of reflector system, and § is spacing between focal point of reflector system and
phase center of feed.

cos™(0/2), evaluate a numerically, and present results as function of the feed illumination taper
cos"™(8,/2) for (egs)max = 1 in Fig. 9.11 and Fig. 9.12*. We see that A§ depends strongly on
the subtended angle 6, and is almost independent of the feed taper. In Cassegrain antennas
(0, < 30°) we can displace the feed by several wavelengths before any defocussing appears,
whereas in deep primary-fed paraboloids (6, ~ 90°) the feed needs to be located with its
phase center within fractions of a wavelength from the focal point.

The analytical results are rather complicated expressions, and are therefore not given here.
A useful analytic approximation (except for 6, ~ 90°) for the phase center tolerance is

A§/X\ = 0.045/sin?(6,/2) . (9.96)

9.4.5 Surface tolerances

The aperture efficiency is also reduced due to the finite surface accuracy of the reflector.
This causes phase errors, and the corresponding efficiency reduction can be accounted for by
using (9.85) with (see Fig. 9.13)

d(0,0) = (1 + cosO)kAz(0, ) = 2kAz(0, @) , (9.97)

with Az(6,¢) is the surface error. We see that (9.85) becomes

ot = 1 — (2kAZims)? ; Azpms = \/ (A2)2 — (Az)? (9.98)

is the weighted Root Mean-Square (RMS) of the surface error around the mean surface error
Az. For less than 0.3dB loss we need a RMS surface accuracy better than Azu,s = A/50.
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correct surface

actual surface

Figure 9.13: Illustration of surface errors.

Some surface errors may increase quadratically towards the reflector rim. If this is the case,
the maximum acceptable error at the rim is four times the RMS error. The effects of reflector
tolerances on the directivity and radiation pattern was first studied by J. Ruze in the classic

paper [3].

9.4.6 Aperture blockage

In rotationally symmetric antennas the feed or the subreflector and their support struts will
cause aperture blockage (see Fig. 9.8). We will here only treat center blockage from the feed
and the subreflector, and refer to [4] for strut blockage. The center blockage can be accounted
for in the efficiency calculations by a center blockage efficiency, which is obtained by removing
the central region from the aperture integral. By doing this for the total aperture efficiency
(see (9.56)) we obtain

(€ap)y = |anb(070)‘2/<PA) ) (9.99)
- D/2
with anb(0,0) = 27‘(/ Eeoyso (p)pdp (9.100)
/2

where d is the blockage diameter. We may express (9.100) as
5 B d/2
E,, (0,0) = E,,(0,0) — 27 ; Eco,.. (p)pdp , (9.101)

where E,,(0,0) is the unblocked aperture integral in (9.54). Therefore, we see that the
aperture efficiency (eap)» with blockage may be expressed as

(€ap)s = €ap|l — Acp|? (9.102)

/2 D/2
where A, = / Eeco,zo (p)pdp// Eco,.. (p)pdp . (9.103)
0 0

If we assume that d < D and Eco,, (p) ~ constant for 0 < p < d/2, and if we introduce (9.54),

we get
Ao, = Cy(d/D)? (9.104)
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Eeo,0 (0 tan?(6, /2)Geo, .. (0
with C, = 150 (0) __ tan®(6,/2)Geo,z0 (0) (9.105)
2[0 COyg50 uD/Q)udu f() COy50 of tan(ef/2)d0f
If we use the same cos™(0/2) feed pattern as before, the blockage constant becomes
tan?(6,/2) -
Cy = o B/2) 1 (9.106)

2(1 —cos™(0,/2))

The aperture blockage efficiency |1—Ag,|? is evaluated from the above formulas and plotted in
Fig. 9.14*. The aperture taper is provided by a feed pattern of cos™(6;/2) shape by choosing
the value of n appropriately. A common choice of d/D in a Cassegrain antenna is d/D = 0.1.
Then, we see that the blockage efficiency varies between —0.15dB and —0.3dB for aperture
tapers between 10dB and 20dB.

If d/D is larger than 0.1, the above equations will not be accurate. The reason is that the
blocked power becomes significant. This is neglected in the above analysis. But in reality,
it will be reflected by the blocking element (the feed or the subreflector) back towards the
main reflector where it is reradiated and may cause multiple reflections and standing waves
between the blocking element and the main reflector. These multiple reflections will effect
the radiation on axis very differently at different frequencies. It is, however, possible to use
them constructively to improve an antenna [5].

Aperture blockage will also cause increased sidelobes of the antenna. These can be calculated
by subtracting the far-field function of the blocked region from the far-field function of the
unblocked aperture, in a similar way as for the efficiency reduction.

9.4.7 Edge diffraction efficiency

The field incident on the main reflector of the Cassegrain is reflected by GO from the sub-
reflector. GO is only valid when the reflectors are large in terms of wavelengths. The finite
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diameter of the subreflector will therefore cause edge diffraction losses. In order to keep these
losses as small as possible, the subreflector must have a diameter d < 10\/sin(¥,), where ¥,
is the subtended half angle of the paraboloid, as defined in Fig. 9.9. This can easily be seen
from the formulas in the following text.

We will give an asymptotic formula for a combined edge diffraction and blockage efficiency
eb+a [6] which is derived by using the uniform geometry of diffraction (see reference [29] in
Chapter 1 of this textbook). The total aperture efficiency is

eapmt = €ap€hb+4d » (9107)
where e, is the previous aperture efficiency in (9.62) and
ebrd = |1 — Ao, — Agl? (9.108)

where the blockage term A, is the same as in (9.104), and the diffraction term

. A / d
Ad = (]. —])Cd dSil’l\IJO 1— BAO s (9109)

with D the main reflector diameter, d the subreflector diameter, A, the aperture illumination
taper (amplitude), and

1
Cy = —cos*(0,/2)Cy . (9.110)
™

Some results based on these formulas are presented in Fig. 9.15*. It is possible to differen-
tiate (9.108) with respect to d/D in order to determine the d/D ratio which maximizes the
efficiency. This optimum d/D is used to generate the results in Fig. 9.15a.The result of such
a differentiation gives (d/D) ~ 0.05 for most practical antenna sizes. For small main reflector
diameters it may be necessary to increase this in order to illuminate the subreflector prop-
erly with as small spillover as possible, but we should not use (d/D) > 0.10. Then, multiple
scattering effects may dominate over blockage and diffraction losses.

9.4.8 Example: Corrugated feed horn for Cassegrain antenna

We consider a classical Cassegrain antenna with 20m diameter for operation at 8 GHz with
an expected aperture efficiency of —1dB (80 %) when aperture blockage is not accounted for.
The subtended half angle seen from the focal point towards the subreflector is 15°.

a) Determine the expected directivity when blockage is not accounted for.

b) Use the expected aperture efficiency to determine the length and diameter of the shortest
conical corrugated horn which can feed the Cassegrain.

c) Find where to locate the horn relative to the focal point of the Cassegrain.
SOLUTION:

a) The directivity becomes (A = 30/8 = 3.75cm):

2 2
7D 7 - 2000 .
(D,)dBi = €ap (A) =0.8 ( e ) —63.51dBi .
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b) For a Cassegrain 6, is normally small, so that the aperture illumination taper becomes
equal to the feed illumination taper. Then, to get —1dB efficiency we need a taper of about
11dB (see Fig. 9.10). The aperture taper is for quite small subtended angles equal to the
feed taper. The shortest possible horn which can provide this is a maximum gain horn, see
Section 8.9.5. We can use (8.84) to determine the length L of the horn, with 7= —11dB and
0 = 15° = 0.26181ad, i.e.,

(~11)

L=—0.07——""
(0.2618)2

A =11\ =41cm.

The horn diameter is determined from L = 1.1/}, i.e.,
AL
D =20=2\/ 77 = 2V/10\ = 6.3\ = 23.6cm .

c) The phase center of a maximum gain horn is located at Z,. = —L/2 from the aperture.
This must coincide with the focal point of the Cassegrain.

9.5 Other reflector shapes

Modern reflector antennas have often surfaces that are shaped in order to provide a desired
radiation pattern. They may be shaped to maximize the gain, reduce the sidelobes in par-
ticular regions or to generate a contoured beam. The art of designing shaped reflectors is
referred to as reflector synthesis.

The original reflector synthesis is based on solving differential equations to obtain a desired
aperture distribution, which is given from requirements on the directivity and first sidelobes
of the far-field function. The aperture distribution should e.g. be uniform with constant
phase to get the highest directivity'?. The original reflector synthesis approach was to use
Geometrical Optics (GO) reflections on the subreflector and main reflector, and formulate
differential equations for two rotationally symmetric reflector surfaces [7]. This was used to
maximize gain in the large ground stations for satellite communications used in the 1980s.
The synthesis method was extended to asymmetric offset geometries in [8]-[9] in order to
reduce the sidelobes due to the center blockage, and maintain the higher aperture efficiency
and lower cross-polar sidelobes otherwise being present. A completely new approach to
the reflector synthesis was introduced in [10]-[11] in connection with the design of a dual-
reflector feed for the 300 m diameter spherical reflector of the radio-telescope in Arecibo [12].
The method made use of the laws in [13] that governs GO mapping of the far-field of the feed
onto the aperture, and the modern GO ray tracing formulations [14]. This made it possible
to avoid differential equations, and instead achieve the reflector shapes directly after the
main geometry (relative locations and diameters of the reflectors) have been specified. The
solution is done by solving repeatedly linear equations when progressing stepwise in circles
from the central ray to the rim of the reflectors.

Multi-reflector antennas can be analyzed both by GO ray tracing and PO integration. The
PO approach is more accurate, but takes long time. The results for the dual-reflector feed of

12 See Section 7.5.
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the Arecibo tri-reflector are compared in [12]. The GO analysis can be extended with UTD!3.
This becomes too complicated when there are more than two reflectors. However, it can
be conveniently done by using a UTD-approach by which the width of a transition region is
traced via several reflectors [15], and finally the edge diffraction efficiency can be evaluated
in the aperture [16]. This approach is fast and shows good agreement with PO integration
approach [17]. This approach is also easily applied to offset dual-reflector systems [18], and
they correspond for the rotationally symmetric case to the edge diffraction efficiency result
in Section 9.4.7.

Reflector synthesis can also include edge diffraction [19], normally by PO integration which
is very flexible [20]. Reflector antennas for satellite applications with contoured or multiple
beams can also be achieved by synthesizing the excitation of an array of feeds [20]. The feed
can also be realized as a dense array, in which case we call it a Focal Plane Array (FPA).
The FPA described in [21] is used to form a sector beam that can illuminate the subreflector
of a Cassegrain system in such a way that the sensitivity of it improves. At the same time
multiple beams can be achieved. It is also possible to synthesize sector beams for this purpose
by using a lens in front of the horn aperture [22].

Reflector antennas can also be realized as parabolic cylinders with a linear array feed [23].
Then, diffraction efficiencies similar to those in [6] are observed due to diffraction from the
ends of the line feed [24].

9.6 Prime-focus feeds

Corrugated horns'* are normally very flexible to use as feeds for dual-reflector antennas, be-

cause the can be designed for any beam width with high performance in terms of bandwidth,
cross-polarization and sidelobes. They are heavy though. Corrugated horns are also used as
prime-focus feeds, and they can provide wide beams with constant width over almost octave
bandwidth [25]. Some more feeds and their design principles are overviewed in [26]. We will
briefly summarize them here.

The hat feed is a self-supported rear-radiating corrugated horn type feed. The design was
originally proposed in [27] for satellite-TV reception. The first successful commercial appli-
cation was for radio links [28]. The hat feed has a ring-shaped phase center, so the optimum
reflector is a ring-focus paraboloid [29]. The bandwidth was originally very small, but it
has finally reached 33 % which is very good for such a primary feed [30]. The hat feeds has
been mass produced in more than one million copies for use in radio links between 5 and
38 GHz.

Dipole feeds are practical at frequencies below 5 GHz, but the usability can be stretched to
higher frequencies. They can also be self-supported like the hat feed but requires a small
ground plane. The E- and H-plane patterns will be very different, but they can be improved
by a beam-forming ring [31]. They can also be used in small resonant reflector antennas, in
which the directivity is improved by making use of constructive resonances between the feed
and the parabolic reflector [32]. The E- and H-plane patterns of dipoles above ground plane
can also be made equal by locating two dipoles in parallel (in eleven configuration). This is

13 UTD is defined in Section 1.5.
4 Corrugated horns are treated in Section 8.9.
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used in the so called eleven antenna [33] in which also the two dipoles are realized as cascaded
log-periodic folded dipoles. The eleven antenna is a very wideband feed with constant beam
width 11dBi directivity over more than decade bandwidth. The solution in [33] works between
2 and 13 GHz. The quad-ridge horn can also be used as a wideband feed, see reference [19] in
Chapter 8. The reference list finally contains three books on reflector antennas and physical
optics that has been important contributions [34]-[36].

9.7 Exercises to Chapter 9

1. Reflector antenna for satellite-TV: We shall now design a reflector antenna for satellite-
TV reception at 12 GHz.

a) We have a paraboloidal reflector and do not know its F//D or subtended half-angle 6,.
Show how you can determine F//D and 6, by measuring the diameter D and depth Az of the
paraboloid. Use D = 90cm and Az = 15cm.

b) Use the results in Subsection 9.4.2 to determine the optimum taper of the cos™(8/2) feed
pattern that maximizes the aperture efficiency of the paraboloid. What is the taper of the
aperture distribution?

c) How large will the aperture of a TE11 mode conical horn feed be in order to provide this
illumination taper?

d) The actual feed pattern has sidelobes outside the first null in the pattern. The sidelobes
are measured to be 18 dB lower than the main lobe. Assumed that this feed pattern can be

modeled as 0/2)
cos™ (6/2 0 <0<80,
G(e)i{ a O, <O<m ’

where 201log cos™(6./2) = 20log |a| = —21dB. In this way the —18 dB sidelobes are modeled
as a uniform level of —21dB from the —21dB level of the main lobe and out to 180°. How
much will these sidelobes reduce the spillover efficiency (in dB), and how much will the feed
efficiency decrease? (Assume 6, < 0,)

2. Design of Cassegrain antenna: Consider now a Cassegrain antenna with subtended half-
angle of the subreflector of 6, = 15°. We want to feed it with a circular corrugated horn
antenna at 12 GHz.

a) Assume that the horn has a cos™(6/2) feed pattern and find the feed efficiency when the
illumination taper is 20 dB. This strong taper is chosen to achieve low sidelobes.

b) Use the universal radiation pattern for conical corrugated horns to determine the diameter
of the horn? Is this horn aperture-controlled or flare angle-controlled? What is the length of
the horn, if we require that the maximum phase error in the plane aperture should be less
than 45°7

c) Use design curves for the Gaussian beam model of corrugated horns to determine the length
of the shortest horn that can provide the 20dB taper at 15°7

d) There is a dielectric lens across the aperture of the horn in order to make the phase front
plane. However, this lens increases the sidelobe level of the horn due to reflections in the lens.
Assume that the sidelobe level is uniform at —25dB relative to the main lobe maximum, from
the —25dB point of the cos™(8/2) pattern and out to 180°. Use the same form of the feed
pattern as in Exercise 1-d, with 20logcos™(6,/2) = 20log |a|] = —25dB. How much will now
the aperture efficiency decrease due to the added spillover?

e) The Cassegrain antenna has a diameter of about 10m. What are the approximate relative
sidelobe levels (relative to the main beam maximum) due to feed spillover, and in which
angular region do they appear?



9.8.

REFERENCES 328

f) The phase center of the co-polar radiation pattern of the feed is measured when the feed is
mounted on the measurement table with the z-position of its aperture over the rotation axis of
the measurement table. The measured phase is proportional to 0? with a ¢(0,)—¢(0) = —360°
where 6, = 15°. Where is the location of the phase center of the feed? Use the Gaussian beam
approximation of the horn.

. Aperture efficiency formula: Derive the expression for the aperture efficiency in (9.69)

and the blockage constant in (9.106), for the theoretical cos™(6/2) feed pattern.
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Chapter 10

Array antennas

Until now we have only considered single antennas or at the maximum two neighboring
antennas or an antenna and its image in a ground plane. In the present chapter, we show
how to analyze several interfering antennas, i.e., an array antenna. The chapter is mainly
devoted to linear arrays.

If antennas with large directivity are needed, they must have apertures which are large in
terms of wavelengths. High gain antennas can conveniently be realized as reflector antennas,
but arrays are often preferred because they can be flat and thereby occupy less space than
a reflector. Another advantage of an array is that the main beam direction can be rapidly
changed by electronic steering of the phase of each element in the array. It is also possible
to control the shape of the beam by steering the phase. The best radiation pattern control
is obtained by steering both the phase and amplitude of each element (Fig. 10.1). Even
multiple beams can be created. Full flexibility is obtained in a so-called signal processing
antenna with digital beam-forming capability. The elements of an array may be located with
a spacing which is different for different positions in the array, but the most common is to
use a uniform spacing. This book only treats arrays with uniform element spacing.

The disadvantage of the array solution is that it is normally much more expensive to de-

connectors for connection to power distribution
or combination network, or to individual amplifiers
and phase shifters.

Figure 10.1: Linear array of dipoles where each element can be fed individually with different
amplitude and phase.
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sign and manufacture than a reflector antenna, in particular if fast steering of the beam or
other forms of beam-control are required. It has also normally narrower bandwidth than a
reflector.

Arrays can be linear, planar or conformal. In linear arrays the elements are located along
a straight line, in planar arrays they are distributed over a plane surface, and in conformal
arrays they are distributed over and conform to a single or double curved surface. Other
configurations are also possible. A planar array can often be considered as a linear array of
linear arrays, so the theory of linear arrays is valid also for planar arrays.

An array antenna can be designed for full scan or limited scan. Full scan means normally
+60° or more from broadside, whereas limited scan can be anything smaller than this. The
full scan capability is difficult to obtain, and requires that the elements are located as close
as half a wavelength from each other.

The elements of an array may be of any type. The most popular elements are dipoles,
waveguide slots, microstrip patches, open waveguides or horns. Big reflector antennas may
also be located in an array, such as in certain radio telescopes. Then, the reflector antenna
elements will be movable relative to each other, so that the ambiguity due to multiple main
lobes (also called grating-lobes) can be removed by repeated measurements for different
antenna spacings. Such array systems are referred to as interferometers.

The elements of an array may be fed individually from a power distribution network (or
beam-forming network) (Fig. 10.2, right). The elements of a linear array can also be fed in
series from the same transmission line, such as a waveguide or a microstrip line (Fig. 10.2,
left). In this latter case, we distinguish between three different types of arrays (Fig. 10.3);
the resonant array, the travelling wave array and the leaky wave array:

a) In the resonant array the transmission line is short-circuited at the end such that a
standing wave is formed along the transmission line. The elements of the array are all equal,
weakly coupled to the line, and located at each standing wave peak. The resonant array is
easy to design and the main beam is always broadside.The return loss at the input of the
transmission line can be tuned to a low value by a matching network (e.g., irises or screws)
at the input to the transmission line, but the bandwidth of the return loss becomes narrow.

b) In the travelling wave array the transmission line is terminated with a matched dummy
load at its end in order to avoid the standing wave. The first elements are weakly excited
whereas the last elements are strongly excited, in order to minimize the power absorbed in the
dummy load. The travelling wave array has better return loss bandwidth than the resonant
array. In addition the main beam can be designed to point in any direction. However, the
pointing direction will change with frequency.

c) Several elements along a transmission line may also be designed as a leaky wave antenna.
In this case the element spacing is smaller than a half wavelength. The elements work as a
periodic perturbation of the transmission line and cause a change in the propagation constant
along the line.

The present analysis will be based on the so-called isolated element approach [1, p. 424].
This means that the shape of the electric or magnetic current distribution of each antenna
element is independent of how the element is excited, i.e., the current distribution function is
the same when the element is excited via mutual coupling as when it is excited by a terminal
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Figure 10.2: Series-fed (left) and parallel-fed (right) linear microstrip patch arrays.

voltage or current. This is true only for single mode antenna elements such as half-wave
dipoles, slots, patches and open basic mode waveguides.

In these antennas, the shape of the current distributions or the aperture field distributions
do not depend on the surroundings.

10.1 Linear array of equispaced elements

Consider N equispaced and equal antenna elements which are oriented in the same direction
and located with their individual phase reference points at

N+1
r, =r.+a,a=r.+ (n—J) d,a forn=1,2,...N, (10.1)

where r. = (ry +r,)/2 is the geometrical center of the array, a is a unit vector defining the
direction of the array axis, and d, is the element spacing (Fig. 10.4). We choose to define
the total length L of the array by extending it to a d,/2 length outside the first and the last
element, so that

L = Nd, . (10.2)
The far-field function of element number n at a point r is

1 . . R
E,.(r) = ;e_JkTG(f')eJkr"'r , (10.3)

where G(t) is the far-field function when referred to the phase reference point r,, of the
element, and where G()e’**»F is the far-field function when referred to the origin of the co-
ordinate system of the whole array antenna. The latter is easily obtained by using Eq. (2.52)
to move the phase reference point from r,, to the origin, i.e., by using r, = ry.

10.1.1 Array factor as an element-by-element sum

From (10.1)-(10.3) by using superposition the far-field function of the whole array becomes

N
G,(£) =) A/ G(i)elhT (10.4)
n=1
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Figure 10.3: Examples of linear waveguide slot array: resonant, travelling wave and leaky wave
types.

where A, is the amplitude and ®,, is the phase of the current or voltage excitation of element
number n. If we assume that all elements are identical and have the same far-field function,
this can be written more conveniently as !

G, (t) = G()AF(¥) , (10.5)
where

N
AF(E) = > Ape/Prelbrnt (10.6)
n=1

is referred to as the array factor being expressed as an element-by-element sum. Thus, the
far-field function of an array of equal and co-oriented elements is the product of the element

L This formulation is correct if G(F) is the embedded far-field function of an element, and all elements
have identical embedded far-field functions. In practice this is the case for elements of large regular arrays,
except for the outer two rows of elements.
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Figure 10.4: Geometry of equispaced linear array (upper), and illustration of element excitations
and the excitation distribution (lower).

factor (i.e., the far-field function of the element) and an array factor. The element-by-element
sum can readily be evaluated for small arrays?, but for large arrays is becomes time-consuming
and gives also little understanding of how arrays work. Therefore, we will also introduce the
infinite grating-lobe sum, which is better in this respect, see Subsection 10.1.3.

10.1.2 Array factor for uniform amplitude and linear phase
We assume now that all elements have the same amplitude excitation, i.e., A, = A. Further-

more, we assume that the phase excitation (in radians) progresses linearly along the array
according to

N+1
P, =D, — (n — ;) kod, with ke = —A®/d, , (10.7)

where A® in radians is the phase difference between neighboring elements, and ®. is a
constant phase offset®. It is important always to choose A® in the domain —7 < A® < ,

2 There exist MATLAB code for all figures of which the caption start with *.
3 This corresponds to the phase at the geometrical center r. of the array.
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otherwise the main beam will appear as a grating-lobe in the equations below. The kg
represents a propagation constant for the phase progression along the array. The array
factor becomes

N
AF(#) = Ael(Pethret Z (n=3t)aw (10.8)

where we have AV = (ko — ko )d, with
ko =ka- -t =kcosa (10.9)

the product of k and the projection of the observation direction t along the direction a of the
array. The « is the angle between  and a and defines a cone around a. The sum expression
is a geometrical series and can be summed by using a standard formula. The result is

. N+1 _ s (N-1 ejNA\Ij — 1 il’l NA\IJ 2
;e« DISESIE )”((em_l)) _ Ssiflm/g)% (10.10)

This finally gives

sin(N (kq — ké)da/Q) PRI L

AFE) = A N (ke — ko )da/2)

(10.11)
The array factor of an array with length L = Nd, and A® = 0 is plotted in Fig. 10.5* for
different number of elements N. For large N, it approaches the main lobe and near-in sidelobe
characteristics of the sinc funtion*

sin(N (kq — ko)da/2)/(N (ko — ko)da/2) .

Eq. (10.11) will be studied carefully in Subsections 10.1.3 to 10.1.8. However, we will first
introduce an alternative expression for the array factor in which we make use of Fourier
transforms, in the same way as we did when analyzing straight wire antennas and plane
apertures.

10.1.3 Array factor as a grating-lobe sum

The element-by-element sum expression for the array factor in (10.6) is valid for any ampli-
tude A, and phase ¢,, excitation of the array. We will now derive an alternative sum expres-
sion for the array factor, which also is valid for any A, and ¢,. The alternative expression
will be referred to as an infinite grating-lobe sum and is obtained by a Fourier transform of
a smooth and continuous excitation distribution A(a) which represent the distribution of A,
along the array. In order to do this we define the element locations by r(a,) = r,, where r(a)
is a continuous function over the interval —L/2 < a < L/2 defined by (see Fig. 10.4)

r(a) =r.+aa. (10.12)

The continuous variable a takes on the following values at the element locations:

—(L/2) + (n - ;) dq forn=1,2,..,N . (10.13)

4 See Section 7.4.3.
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Figure 10.5: *Universal radiation pattern representing the array factor for a uniformly excited linear
array of length L = Nd,. The parameter is the number of elements N. The solid curve represent
an infinite number of elements distributed along L, corresponding to a uniform continuous aperture
distribution.

We see that r(—L/2) and r(L/2) define the ends of the array (see Fig. 10.4). We then define
A(a) to be smooth and continuous within |a| < L/2 and to take on the values

A, fora=a,,n=12..,N
Ala) = { 0 for |a| > L/2 (10.14)
Similarly, we introduce ®(an) = @, in (10.7) with
®(a) = D, — koa . (10.15)

Eq. (10.15) describes a pure linear phase variation along the array, which may look like a
restriction. However, if the actual phase variation is more complex, we may include the
remaining phase variation in A(a) by defining A,, as complex constants. By using the above
equations and the sampling properties of the delta function, we can write the general array
factor in (10.6) in terms of A(a) as follows

N oo
AF (1) = eIkt Teei®e Z {/ A(a)e F*5(q — an)ejk““da} . (10.16)
n=1 -
We now interchange the integral and summation signs and obtain

AF(f):eﬂ'“'TCeﬂ’c/ A(a)e!Feke)e N 5(a — ay,)da . (10.17)

- n=-—o00

We have here changed the summation boundaries from (1, N) to (—oo,00). This is allowed
because A(a) is zero for a < —L/2 and a > L/2, which corresponds to n < 1 and n > N,
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respectively. The sum of delta functions in (10.17) forms a periodic function with period d,,
so we can expand it in a Fourier series with exponential terms of the form e 7P2(7/da)e for
p = —00,...,0,...,00. All the coefficients of the Fourier series become 1 when N is odd (i.e.,
when the center r. coincides with an element), and every second coefficient become +1 and
—1 when N is even (i.e., when the center r. is halfway between two elements). Therefore,
the following formula containing N is valid for both these cases (this is called the Poisson
summation formula);

oo

(oo}
1 .
> da—ay) = - D (1PN emir@n/dae (10.18)

n=—oo ¢ p=—o0

Inserting this into (10.17) and interchanging the summation and integral signs again give

e e 1 ~ 2
AF(£) = eJkr.rcemcCT Z (—=1)P(N-D 4 (ka — ko —&—pdﬂ-) , (10.19)
a

a p=—00
where k, = kcos «, and where

B oo ) L/2 ]
A(ka):/ A(a)eﬂka“da:/L/QA(a)eJka“da, (10.20)

is the Fourier transform of the amplitude excitation distribution A(a) which is zero outside
the interval —L/2 < a < L/2.

Thus, by (10.19) and (10.20) we have expressed the array factor in terms of the Fourier
transform of the continuous amplitude excitation distribution. This is related to the results
of previous chapters as follows:

1. The far-field function of the straight wire® was found to be the product of the Fourier
transform of the current distribution and the far-field function of the incremental elec-
tric current.

2. The far-field function of the rectangular aperture® was found to be the product of the
Fourier transform of the E-field aperture distribution and the far-field function of either
an incremental magnetic current or a Huygens source.

3. Presently, we have shown that the far-field function of a linear array is a product of
the far-field function of the array element and a factor which is a sum of displaced
Fourier transforms of the amplitude excitation distribution, each one centered around
an interference maximum which we” will refer to as a grating-lobe.

Thus, the present periodic excitation distribution has caused an infinite sum of displaced
Fourier transforms, each one describing the shape of the array factor around a direction
corresponding to k., = ke — p(27/d,). The alternative sum expression for the array factor
in (10.19) may be named an infinite grating-lobe sum. For infinite arrays it corresponds to
what is called a sum over Floquet modes. The formula in (10.19) has been obtained from (10.6)
without approximations, but it is only valid for a linearly progressive phase excitation. For
instance, when A(a) is uniform, (10.19) gives exactly the same result as (10.11), but the two

5 It is given in Section 5.1.3.
6 See Sections 7.3 and 7.4.
7 For more information see Section 10.1.5.
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formulations have completely different form. The advantage of (10.19) compared to (10.11)
is that (10.19) is valid for any amplitude excitation distribution. The advantage with the
infinite grating-lobe sum in (10.19) compared with the element-by-element sum in (10.6) is
that Eq. (10.19) is much faster to evaluate for large arrays, i.e., when the number of array
elements is large. The infinite sum in (10.19) converges very fast for large arrays (large N).
Often only the dominant p = 0 term or the two terms for which p=0and p=1 (or p = —1)
need to be included. In the next sections we will study both (10.11) and (10.19).

The excitation distribution will most often be a real function with some taper at the ends
a = +£L/2. If so, the Fourier transform A(k,) will have a maximum for k, = 0. If A(a) = 1,

we achieve the sinc function (ko L/2)
~ sin
A(k,) = L——2—~
(ka) koLj2

which is the same as the curve marked N = oo in Fig. 10.5. The characteristics of this
radiation pattern is given in Section 7.4.3. For tapered excitations A(k,) will have lower
sidelobe levels. An example of a tapered excitation is given in Section 7.5.3.

(10.21)

10.1.4 Steered main lobe
If we only include the p = 0 term in (10.19), the array factor has the form
U T
AF(#) ~ ejkr“'rej(bcd—A(k cosa —kg) .

This has a maximum when k, = kcosa = kg, i.e., when
r-a=cosa, =ko/k=—-A0/(kd,) , (10.22)

where o, defines a cone around the & axis. If we align the array with the z-axis so that a = 2,
we see that this corresponds to

cost, = ko /k = —Ad/(kd,) , (10.23)

where A® in radians is the phase progression from element to element, see (10.7). The special
array factor in (10.11) has a maximum for the same angle.

The lobe around this p = 0 direction is the main lobe or main beam. We see that we can
steer the main lobe by changing the phase progression A® along the array. When A® =0
we have o, = 90°. This is referred to as a broadside array because it radiates normal to the
array axis, see the left drawing in Fig. 10.6. When A® = —kd, = —2nd,/\, we have o, = 0°.
This is referred to as an endfire array. It radiates along the array axis as shown in the right
drawing in Fig. 10.6. A condition for endfire radiation is that the element pattern is not zero
in that direction.

According to (10.5), the yp-variation of the radiation field on the «, cone will be determined
by the far-field function of the elements, i.e., the element factor.

10.1.5 Graphical representation of array factor

The array factors in both (10.11) and (10.19) are functions of k, = kf - 4. The k, is constant
on a cone around the array axis defined by # -4 = cosa where « is the angle between the
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0 =60 a0 =0

broadside phase-steered endfire

Figure 10.6: Illustration of main beam cone for broadside array «, = 90°, phase-steered array with
o, = 60°, and endfire array o, = 0°.

vectors a and . If we locate the array along the z-axis we get 4 = 2z and cos a = cos 0, with
0 the polar angle in the spherical coordinate system. If we locate the array along the z-axis
(or y-axis) we get A=% (or a=y) and cosa =sinfcosp (or cosa = sinfsiny).

It is convenient to represent the array factor in a diagram as a function of k, or preferably as a
function of cos o (Fig. 10.7a*). The functions are most conveniently normalized to a maximum
of unity when a = «,. The curves can conveniently be extended outside —1 < cosa < 1 in
order to pick up the first maxima of |AF(cosa — cos )| outside these boundaries. However,
it is important to note that only |cosa| < 1 represents visible directions in the real physical
space. The region for which |cosa| > 1 is invisible. The location of the main lobe of the
array factor within |cosa| < 1 varies with the choice of ¢, i.e., the main beam direction.
The array factor needs to be multiplied with the element factor (see (10.5) and Fig. 10.7b)
in order to obtain the total far-field function. This can conveniently be done by plotting the
normalized element factor in the same figure as the array factor (Fig. 10.7c and d). When «
varies, the array factor is simply translated along the a-axis. The shape of the array factor
does not change with o, when plotted as a function of cosa. However, it is very important
to be aware that the array factor lobe widths in degrees change with «,. The lobes are much
wider in degrees near endfire (o = 0° and o = 180°) than near broadside.

10.1.6 Grating-lobes

Let us study the two versions of the array factor in (10.11) and (10.19). The array factor
in (10.11) has its main lobe maximum at a = «,. In addition there are maxima when

(ko — ko)dy = —p2n for p = 41,42, ... . (10.24)
The m’th term in (10.19) has a maximum for the same k,, i.e., when p = m. Eq. (10.24) can

also be written as

C08 ap = COS Ay — P (10.25)
a

The directions aps define grating-lobe cones around the array axis. They are normally
undesired and can be avoided by choosing the element spacing sufficiently small that the
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Figure 10.7: *Different contributions to the radiation pattern of a linear array in a plane through
the array axis for dq =~ 0.7A and L =~ 10\. (a) Normalized array factor as a function of cosa. (b)
Normalized radiation pattern of the element. (¢) Combined radiation pattern when the main beam
direction is at broadside (i.e., a, = 90°. (d) Combined radiation pattern when the main beam is at
30° from broadside (i.e., a, = 60°).
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grating-lobes appear in the invisible region |cosa,| > 1 for all desired «,. By using (10.25)
this requirement for nonradiating grating-lobes becomes

A
< 10.2
da < 1+ |cosa,|+ (A/L)’ (10.26)

where L is the length of the array. To obtain this we have assumed that the half-width of
the grating-lobe is A/L which corresponds to the case of a uniform excitation distribution
A(a) = 1. The condition is easily seen by studying Fig. 10.7d. We see from (10.26) that the
elements must be located closer than 1\ in order to avoid grating-lobes in a long broadside
array. For a long endfire array the requirement is closer than 0.5\.

Grating-lobe problems can also be avoided by suppressing them with the element pat-
tern.

10.1.7 Sidelobes

The near-in sidelobes of an array is mainly determined by the array factor, i.e., by the
sidelobes of the Fourier transform A(k,) of the excitation function. The levels of the near-in
sidelobes of the array are for most scan angles «, not affected by the element pattern. The
reason is that the array normally is scanned over regions where the element pattern is flat
or nearly flat. The desired element pattern for maximum beam steering is indeed nearly
constant within

Qmin < & < Omax (10.27)

where apin and apax define the limits of the steering. In addition, the element spacing d,
should be small enough to avoid grating-lobes inside the main beam of the element pat-
tern.

Some 3D patterns of theoretical linear phased arrays including the element factor are shown in
Fig. 10.8, for a,, = 90° corresponding to broadside radiation (left figure), for o, = 60°, and for
a, = 0° corresponding to endfire radiation. There is assumed to be 10 elements with spacing
of 0.5A. The upper Fig. 10.8a shows the radiation patterns of the element and the linear
array when the elements are Huygens sources pointing in z-direction. The Huygens source
elements are omnidirectional around their pointing direction. Therefore, the linear array
pattern is rotationally symmetric. When the array is phased to endfire direction (o, = 0°),
there should be a grating-lobe at a, = 180°. However, this is completely suppressed by the
null of the element pattern in this direction.

The elements of the radiation patterns in Fig. 10.8b are y-directed z-polarized small slots in
an infinite ground plane, corresponding to incremental y-directed magnetic currents. We see
that now there is a grating-lobe at a, = 180° that is equally strong as the main lobe when
a, = 0°, because the element pattern is uniform in zz-plane. There is no radiation behind
the ground plane.

The elements of the radiation patterns in Fig. 10.8c are z-directed y-polarized small slots in
an infinite ground plane, corresponding to incremental z-directed magnetic currents. We see
that now there is no grating-lobe at o, = 180° when «, = 0°, and there is no main lobe either,
both because the element pattern is zero along both the positive and negative z-axis. There
is no radiation behind the ground plane.
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(c) The elements are z-directed y-polarized small slots in an infinite ground plane coinciding with the yz-
plane, i.e., z-directed magnetic currents.

Figure 10.8: *3D radiation patterns (total far field) of three different linear phased arrays. The
three linear arrays have different elements as explained in (a), (b) and (c). The radiation patterns of
the elements are shown to the left, and the radiation patterns of the arrays are shown to the right for
three different main beam directions. There are 10 elements in each array, and the spacing between

them are 0.5).
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10.1.8 Directivity of long linear array

To calculate the directivity of the array we may conveniently locate a along z. Then, the
far-field function becomes
G, (0,0) = G(0,0)AF(0) , (10.28)

where G (0, ¢) is the element factor and AF(9) is the array factor. The power integral defined
in Section 2.3.8 becomes

27 s
P:/ /|G(9,go)\Q\AF(Q)FsinGde(p, (10.29)
0 0
where G(0,0)]> = G(0,0) - 0] +|G(6,) - ¢ . (10.30)

For long arrays, AF(6) is much more directive than G(6, ), so it takes the properties of a
sampling delta function. Therefore, we may approximate (10.29) by using (10.19) to arrive

at:
1\ [ - 5 .
P= Z/ ©)|dyp (da> /0 |A(cos@ — cosB,)|”sin0do , (10.31)

where the sum is taken over all values of p for which 0, is in visible space. The latter can be
done without significant errors when A(k,) is a narrow function such as when L >> A, provided
the main lobe of (cos® — cos,) is completely in the visible region, i.e., typically

1—|cosf,| > A/L. (10.32)

This means that the present analysis is not valid when the main or grating-lobes appear at
endfire directions.

Let us define the following integral

2 7
Py = (d1> / |A(cos 6 — cos 0,)|* sin 0df . (10.33)
a 0

This can be simplified by substituting k, with kcos@ and dk, with —ksin0df and extending
the integration boundaries of the k, integral to +oco. Then,

1 2 1 oo
—_ - A 2
Py = (da> - /OO |A(ko)|2dka (10.34)

and (10.31) simplifies to
27
P~BY P0,)  with  P(0,) = / G0, 0)2de | (10.35)
0

where the sum is still taken over all values of p for which 0, is in visible space. We may now
use Parseval’s theorem for Fourier transforms

/ |A(a)|*da = 7/ ko)|?dk, (10.36)

Pp=-"—— |A(a)|?da . (10.37)
da da J_1,/2

to finally obtain
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Thus, the longitudinal part of the power integral can be evaluated by integrating the square
of the excitation distribution A(a) along the array. This corresponds to what we did when we
introduced the power integral over the rectangular aperture in the aperture power integral in
Eq. (7.35)%. However, here we consider an integral over a one-dimensional line distribution
instead of two-dimensional aperture distribution. We can now express the directivity as a
product of three factors, according to

1 2

D, =4x GCO(HU,gOO)d— 1(0)| /P = DyD eyt . (10.38)
Here,
1 2 9 L/2 L/2
Dy =2|—A(0)| /Py = / a)da // a)|’da (10.39)
d MJry L/2

is the directivity in the longitudinal ¢,-plane containing the main lobe maximum,

27|G, (0, 0,) I

DLP - P¢(90)

27
= 2mlGualty )P [ 160 QP (1040
is the directivity on the main lobe cone 0, and

ear = Po(6,)/ > Po(6y) (10.41)

is a grating efficiency which represents the power loss due to grating-lobes.

When the elements have an omnidirectional far-field function around the array axis, D,
does not change when the beam is steered from broadside (6, = 90°) towards endfire (9, =
0°). The longitudinal directivity is seen to have a maximum of 2L/ when the excitation
distribution is uniform. This maximum is independent of 6,.This is logical since the main
beam cone occupies a ring-shaped solid angle of 27sin, -0, ,, (rad)® where 0, ,, is the double
3dB beamwidth of the ring-shaped main lobe. The total solid angle of the main beam cone
is independent of §, for narrow beams because 0, ,, « 1/sinf, which can be seen as follows.
The beam width A(cosf) does not vary when plotted against cos, whereas this corresponds
to |Af| proportional to 1/(sin#) when plotted against 6, because A(cosf) = —sin HAF.

The grating efficiency contains a sum over all radiating grating-lobes. This can be easily
estimated from knowing the direction 6, of the grating-lobe and the level of |G(6,,,)| in
the principal plane ¢,. When there is only one grating-lobe, the grating efficiency becomes
approximately

G0, 00)?
€ort = , 10.42
= (GG e + GO o) (10.42)

where 6, is the direction of the first grating-lobe which corresponds either to p = —1 or
p = +1. To obtain this simplified formula we have assumed that the shapes of |G(6,,¢)|> and
|G(0,,,9)|* are almost equal when plotted as a function of . This is in particular true if the
element patterns are omnidirectional, i.e., that they have no variations with .

8 See Section 7.4.
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10.1.9 Directivity of endfire array

The endfire array needs special care because part of the main lobe vanishes due to the
invisible region. In this case the radiation integral of the m = 0 term in (10.19) becomes
(cos, =1)

2m 2
/ / 0, ¢,)l (d1> |A(cos@ — 1)|%sin 0dfdyp . (10.43)

The elements used in endfire arrays will always have a broad lobe near 6, = 0, so we may
write
1\ [t
P =|G(0,0)|*27 <d> / |A(cos @ — 1)|d(cos ) . (10.44)
a -1

We see that in this case the integral contains only the half of the main lobe of |A(ks — ks )|
which is in the visible region. Therefore, this time we get (compare with the derivations in
the previous subsection)

1 L/2
P= 2W|G(O,O)|22d2/L/2 |A(a)|?da . (10.45)

Finally, the directivity for the endfire case becomes

G0, )di o) /P

L/2 L /2

/ a)da / / a)’da ,
—L/2 L/2

which is twice that of a broadside array of elements that are omnidirectional in ¢. In practice,

endfire arrays cannot be designed with grating-lobes present, so the grating efficiency will be
unity. The maximum value that the endfire directivity can take is therefore

D =d4dnr

(10.46)

Diax = 4L/ X , (10.47)

which appears when the excitation is uniform, i.e., A(a) =1 within —L/2 < a < L/2.

10.1.10 Example: Linear array of waveguide apertures

Consider an infinite ground plane with a linear array of rectangular waveguide apertures.
Each aperture has a length [ = 0.7\ and width w < A\. We want to design the array for scan
in H-plane. The excitation is uniform with linearly progressive phase.

a) Write the expression for the radiation field function G(6,¢) of one single element when
we locate the coordinate system with its z-axis normal to the aperture and its y-axis in the
direction of the polarization.

b) What are the approximate radiation patterns of the element in the E- and H-planes when
we assume that [ is small?

c) Determine the length of the array when we require that the 3dB half beamwidth in the
plane of scan should be smaller than or equal to 0.2° at broadside.
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d) How many elements are needed when we require that the grating-lobe maximum shall
not radiate in visible space when the main beam is at broadside?

e) Choose the minimum possible element distance. How far from broadside can we scan the
beam when we require that the grating-lobe maximum shall not radiate in visible space?

f) Calculate the directivity in dBi as a function of scan angle when there is no grating-lobes.

SOLUTION:

a) The radiation field function of the waveguide aperture is:

G0,9) =C(xxt)M(k(Xx-1))
= C(sin B + cos 0 cos ) M (ksin 0 cos @) |,

where C is a constant and M (k,) = fi/zz cos(nz’ /1)e?*= da’.

b) The E-plane pattern (¢ = 90°) is omnidirectional, and the H-plane pattern goes approxi-
mately as cos6.

¢) The radiation field function of the array is given by G, (6,¢) = G(0, p)AF(f) where the
array factor is

1 . 2
AFE) = - 3 ()" A (k;a — ki, + md”) .

a
m=—0o0

If we assume that there is no grating-lobes, we have

N 1 -
AF(I') =~ de(ka — k@) = de(kg{) ,

where the latter form is valid when the main beam radiates broadside. The 3dB width of
A(k,) is? 0, = arcsin(0.445)\/L) = 0.2°. Thus, we need an array length

L =0.445)/sin(0.2°) = 127.5) .

d) The requirement for no radiating grating-lobe maxima when the main lobe radiates in
the broadside direction (i.e., a, = 90°) is

A
do < —F——— =
1+ |cosay,]

Thus, we need at least N = L/ = 127.5, i.e., 128 elements.

e) The minimum possible element spacing is equal to the element size d, = 0.7A. We can use

de = # = 0.7\
1+ |cosay,]
to calculate
A
|cosa,| = T 1=10.429 and o, = arccos(0.429) = 64.6 .

a

9 See Table 7.1 in Section 7.4.3.
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Figure 10.9: Two dipoles located at arbitrary locations and with arbitrary orientations (upper),
and their equivalent circuits (lower).

Thus, we can steer to (90°—64.6°) = 25.4° from broadside before grating-lobe maxima appears.
In this case, we do not need to use the slightly stricter condition which includes the length
L of the array, since the H-plane pattern has a null at both endfire directions, and therefore
will suppress the grating-lobes at endfire.

f) The directivity is given by D, = Dg¢Dyegs. When there is no radiating grating-lobes
egrt = 1. A uniform excitation gives a longitudinal directivity Dy = 2L/\ = 24.07dB. The
slot is omnidirectional in the upper half-space on a cone around the z-axis. If now ¢, is
measured around the z-axis, we obtain the directivity on the main lobe cone:

Dy =27/ {/ d(p} =2 (ie., 3.01dB).
0

Thus, the directivity of the linear array becomes (D,) 5; = (24.07+3.01) dBi = 27.08 dBi. This
is independent of scan angle a long as there is no radiating grating-lobes.

10.2 Scan Impedance or Admittance

Each separate array element is characterized by its self-impedance (or admittance) in free
space. However, when the element is located in the array environment its apparent input
impedance changes due to mutual coupling to the other elements, in particular to the closest
ones. The input impedance of an element, when all the array elements are excited for the
desired radiation pattern, is called the scan impedance or the active impedance. As the name
suggests this impedance varies with the scan angle when the main beam is phase-steered. In
the following subsections, we will show how to calculate the scan impedance for an array of
half-wave dipoles. The scan impedance is traditionally referred to as the active impedance,
but the preferred name is now scan impedance to avoid confusion with active antennas, i.e.,
antennas with active integrated components.
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10.2.1 Mutual impedance between two dipoles

We consider two half-wave dipoles: one located at r, and oriented in the direction il, and
the other located at r, and oriented in the direction 1,, see Fig. 10.9. Both are modeled by
the sinusoidal dipole current of a half-wave dipole!?, i.e.,

J, (1) =1, cos(l, /M, for |I,] < A/4
for dipole number 1 and
J,(1,) = I, cos(nl, /M), for |I,| < A/4

for dipole number 2. Both dipoles have a feed gap at their centers where the port current is
I, and I,, respectively. The voltages at the two ports are correspondingly V, and V.

Let us now consider a current source I, at port 2. This causes an E-field E,, at dipole 1,
and a voltage V,, is induced over its port. Next we consider a current source I, at port 1
which induces a voltage V,, at port 2. From reciprocity we know that the reaction between
V,, (due to I,) and I, must be equal to the reaction between V,, (due to I,) and I, ''. This
means that

-V, I, ==V, 1, . (10.48)

1271 2172

Also, in the same way the reaction between E,, (due to I,) and J, (I,) must be equal to the
reaction between V,, (due to J,(l,)) and I,, i.e.,

<E12a‘]1(ll)> ==V, 1, . (1049)
By using (10.48) and (10.49), we can calculate V,, as follows

V= (B 3,0, (10.50)

1

E,, is proportional to I,, so we may introduce a mutual impedance of the form

Vie 1
le - I - IT <E12’J1(l1)> . (10'51)

2 172

The equivalent circuits are shown in Fig. 10.9 as well. They are obtained from Section 2.6.1.
The mutual impedances are included as voltage sources which are proportional to the current
of the opposite dipole. The actual expressions which must be evaluated are

A4 I’ R R A .
el o [ s (ﬂ ) LCy, — (0, - RIRC,, e TR al (10.52)
I, /4 A R

where Cy, Cy, and Oy are given in equation (4.41)-(4.42) and R = [r —r'[, with

r=r +11, for —A\/4 <1 < \/4,

. (10.53)
v =r, +1l, for— A4 <l < \/4.

10 See Section 5.1.2.
11 See Section 4.5.
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The reaction integral becomes

L,/2 .
a<E21(r),J1(ll)> —/Ll/Q(En(r)/Iz)~COS(ﬁll/A)11dll : (10.54)

The mutual impedance is much easier to calculate than the self-impedance because there
is no problem with singularities in the Green’s function. The mutual impedance for two
half-wave dipoles is evaluated from the above, and is plotted in Fig. 10.10 for side-by-side
and colinear orientations*. We could also have evaluated it by using the near-field algorithm
presented in Section 4.7.1.

10.2.2 Scan impedance (active impedance)

The equivalent circuit of dipole number m in an array of dipoles is shown in Fig. 10.11. The
total voltage at its port will be

N
V= Z Zonln (10.55)
n=1

where Z,, is the mutual impedance between dipoles m and n when n # m, and the self-
impedance of dipole m when n = m.
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Figure 10.11: Equivalent circuit of dipole number m in a linear array of dipoles.

When phase steering the array, we excite the array factor in (10.6) by the voltages
Vo, = Apeikamsin(ag)+iee form=1,2,..,N , (10.56)

at the ports of the N elements where ¢, is the main lobe direction defined by sina, = k¢ /k.
If we model the physical excitation circuit by its Thevenin equivalent, the current on element
m needs to be calculated from the circuit equation

N
Vo, = ZoIm + > Zanln , (10.57)

n=1

where Z, is the source impedance. This defines N linear equations with the N unknowns
I,,1,,..,I, that can be readily solved. When the unknown currents have been found we
obtain the apparent impedance of each element m to be

ol I
stcn = Z Zmn (In
n=1

m

) . (10.58)

The mutual impedances are strongest for the closest elements, so the boundaries of the sum
expression may often be truncated to the three to five neighboring elements on each side.
The solutions for I,, can be expressed as

Vo

Iy = —F2—. 10.59

scn

Zmsen 18 called the scan impedance, because it depends on the scan angle «,. The traditional
name is active impedance. This is the apparent impedance seen at the terminal of element
m when all the elements of the array are excited, i.e., when all elements are active. The
scan impedance is in principle different for each element. However, if the amplitude excita-
tion varies slowly over the array, and if the phase variation is linear as in (10.56), the scan
impedance will be the same for all elements. However, the three to four elements that are lo-
cated closest to each of the two ends of the array may have a different scan impedance.

There exist special techniques for calculating the scan impedance of infinite arrays, by using
so-called Floquet mode expansions of the field solutions. The infinite array impedance can
also be measured in an infinite array simulator, which can be realized by locating one or
more array elements inside a rectangular waveguide. Imaging in the walls of the waveguide
create the “infinite” array environment.

10.2.3 Scan blindness

The scan impedance changes with the direction ¢, of the main lobe. If we match the scan
impedance to the source (or transmission line) impedance at broadside (o, = 90°), we will
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get mismatch and corresponding power loss when the beam is scanned away from broadside.
At some angle the scan impedance may change very rapidly creating a large mismatch. This
effect is referred to as scan blindness.

Scan blindness can have two reasons: it may be due to the sudden appearance of a grating-
lobe in the visible region of the array factor AF(cosc«), or it may be due to the sudden and
large excitation of a surface wave in the antenna structure.

a) The first case appears when the element pattern is very broad, such as, e.g., in the E-
planes of waveguide slot and microstrip antennas. The first radiating grating-lobe has its
maximum along the array when (see (10.25) and (10.26))

|cosa,| = (N/dy) —1. (10.60)

Therefore, scan blindness appears when «, approaches and exceeds this value. Then, all
array elements will be phased for radiation along the array, so that the mutual coupling
voltages of all elements add in phase and cause a large change in the scan impedance and
thereby a large mismatch of the elementss. We also get a large and sudden change in the
directivity, because the grating efficiency ng decreases. The angle in (10.60) cannot be
overpassed during the scan and represents a limitation of the scanning range. This blindness
never appears if d, < A/2 since then |cosa,| > 1.

b) The second case appears when the structure upon which the array elements are located
can support surface waves. This may, e.g., be the grounded substrate of a microstrip antenna.
The substrate may support a surface wave with wavenumber ks, > k. The scan blindness
appears when the main beam is scanned to

2
k|cosa,| — (d7r> = —Kksw , (10.61)

where Asw = 27/ksw is the wavelength of the surface wave. Since (A\/Asw) > 1, the blindness
angle o, can be located in the visible range also if (A\/da) > 2. This blindness corresponds
to the excitation of a grating lobe appearing as a surface wave in the structure, i.e., being
in invisible space. It is not radiating, but propagates inside the structure. It couples to the
elements and changes their scan impedances strongly.

10.2.4 Active, scan and embedded element patterns

The scan characteristics of the array can be measured directly by exciting and phasing all
elements. However, it is also possible to measure the scan characteristics by exciting one
single element in the middle of the array. All the other elements must then be present and
terminated by the same impedance which the voltage sources will have when all the elements
are excited. The measured far-field pattern of this array with one element excited (as a
function of the polar angle in the principal ¢-plane) will then represent the variation of the
directivity (of the complete array when all the elements are excited) as a function of the scan
angle in the same @p-plane. Such scan element patterns measured in the array environment
show sudden dips in directions with scan blindness, see Fig. 10.12. Traditionally the scan
element pattern is called active element pattern, so most previous literature use the latter
term. The term scan element pattern is also used in a recent textbook.
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Figure 10.12: Example of scan element pattern with blindness dip at § = 60°.

However, the scan (or active) element pattern is nowadays even more descriptively referred
to as the embedded element pattern. This is the far-field function of one element in the
array when all the other elements are present and terminated. The term is originating
from [4]. However, the main concept that the embedded element has a very low efficiency
in a dense array originates from 1964 [5] and explains the paradox that the gain of a dense
array always is smaller than the sum of the gains of each isolated element. This so-called
embedded element efficiency is a concept that quantifies the effects of mutual coupling in one
single efficiency value and thereby provides a unifying concept [6]. Is used also to characterize
MIMO arrays [7]. The embedded element pattern is time-consuming to compute because the
mutual couplings between all elements must be included. The low efficiency associated with
a single embedded element in a dense array is not known in previous literature using the
active element terminology.

The embedded element efficiency is treated in detail in Chapters 3 and 11.

10.3 Planar arrays of equispaced elements

The planar array consists of elements that are located in a planar two-dimensional grid. It
can be looked upon as a linear array of linear arrays. Therefore, the features present in linear
arrays will also appear in planar arrays. The planar array has the capability of phase steering
the main beam to any direction in space if properly designed. It is also more versatile than
the linear array in other ways, e.g., the main beam can be shaped to any form by controlling
the amplitudes and phases of all elements. The elements of a planar array can be located in
many types of grids. The most common ones are the rectangular grid and the triangular grid
(Fig. 10.13). Our treatment is limited to the rectangular grid, even though the triangular
grid has better scan characteristics.

10.3.1 Array factor as an element-by-element sum

A rectangular grid in the zy-plane is shown in Fig. 10.14. The element spacing is d, in
z-direction and dy in y-direction. Then, the element locations are described by

M+1 N+1
Fmp =T+ (m - ; ) doX + <n - ;) dyy (10.62)
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Figure 10.13: Element locations in array antennas with (a) quadratic and (b) triangular grids. The
elements shown have circular apertures. The triangular grid is very compact.

for n =1,2,..N, m = 1,2,..M where r. is the geometrical center of the array. The far-field
function of the array becomes

G, (}) = G(P)AF(#) , (10.63)
N M )
AF() =D > Appel Prnebrme T (10.64)
n=1m=1

where G(t) is the far-field function of the embedded element, and AF(t) is the array factor
written as an element-by-element sum with Anne’®™n the excitation of element mn. The
element-by-element sum in (10.64) is convenient only for arrays with few elements. For large
arrays the approach in the next section is preferable.

10.3.2 Array factor as a grating-lobe sum

In the same way as for the linear arrays we introduce an excitation distribution A(z,y). This
is smooth and continuous for |z| < L, /2 and |y| < L, /2 with L, = Md, and L, = Nd,. Further
A(z,y) is zero when |z| > L, /2 or |y| > L,/2, and takes on the values

A(.’I?, y) = Amn (1065)

at all ry, inside the array. Similarly, we define a smooth and continuous phase function
®(z,y). We assume this to vary linearly with  and y according to

P(z,y) = P — ko, —ka,y , (10.66)

where ke, (ke,) is the “propagation” constant of the phase excitation in z-direction (y-
direction), defined by
ke, = —AD,/d, with — 7 < Ad, <7,

10.67
(ko, = —AD,/d, with — 7 < A®, <), ( )

with A®,(A®,) the phase difference between neighboring elements in a-direction (y-direction).
Of convenience we choose both A®, and A®, in the interval —7 to 7, in the same way as we
did it for the linear array.

We can now express the array factor as a double integral by using the sampling properties
of the delta function, according to

AF(£) =

)
:/jo /oo{ i d(y —mdy) i 5($—md$)}-A(q;,y)ej@(way)ejkr-fdxdy,

m=—0o0 m=—0o0

(10.68)
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(a) Lay-out of planar array in rectangular grid.
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(b) Tlustration of excitation distribution | A(x, ¥)|.

Figure 10.14: Example of array with rectangular aperture and rectangular grid, and its excitation

distribution A(z,y).
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where r = 2% + yy. Here, the finite element by element sums have been extended to infinity,
which could be done because A(x,y) is zero when n < 1, n > N, m < 1 and m > M. The
delta series in x-direction is periodic with period d,, so it can be expanded in a Fourier series
according to (see also Eq. (10.18))

> a—mdy) = di > (—npMemipen/de (10.69)

m=—o00 p=—00
We can expand the delta series in y-direction in the same way, giving

Z d(x — mdy) Z 0y — ndy) =

m=—oo n=—o0

(10.70)

Z Z (M D+q(N=1) ,—jp(2n/ds)z ,—ja(27/dy)y

Y p=—o0 g=—00

d

Using these expansions in (10.68) and interchanging the integration and summation we finally
achieve

AF(#) = e””dd Z ZA(k — ko, —p " — ks, qff), (10.71)

Y p=—00 g=—c0

where km,k / / Az, y)etF=TedbvY dady (10.72)

is the two-dimensional Fourier transform of the excitation distribution A(z,y). This expres-
sion is very similar to that of the linear array'?. Thus, we may also here refer to the infinite
sum expression in (10.71) as an infinite grating-lobe (or Floquet mode) sum version of the
array factor. The array factor is a sum of equal contributions, which are displaced relative to
each other. If A(z,y) is a real function, A(k.,k,) will have a maximum at A(0,0). Therefore,
each of the contributions is centered around its maximum for which kv, = ke, +p(27/d,) and
kyq = ks, + q(2m/d,). The array is located in the zy-plane. Therefore, the array factor is
conveniently represented in terms of

ky/k =sinfcosp , ky/k =sinfsing , (10.73)

where k;/k and k,/k are the uv-coordinates introduced in Section 2.3.6.

10.3.3 Steered main lobe
The first maximum of the array factor appears when p = ¢ = 0 and
kzo = ko, , kyo = ke, . (10.74)
This means that the maximum appears for the 6, and ¢, given by (see Fig. 10.15)
sinf, = /(ks,)* + (ks,)%/k , tan p, = ko, /ka, - (10.75)

Therefore, we can also now steer the beam by exciting the elements with a linearly progressive
phase. The shape of the main beam is mainly determined by the Fourier transform of the
excitation distribution.
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Figure 10.15: Tllustration of the main lobe for the case in Fig. 10.16 and its width in different
planes.

It is of interest to know the width of the main beam in different planes. The shape of the
main beam is determined by A(k, — kzo0, ky — kyo), and the width of this in terms of k, and
k, is independent of the values of k;o and kyg. Let us define the width in a certain ¢-plane
through the main lobe to be Ak(p). Then, it is possible to show that the corresponding
angular width of the beam in radians as seen in a coordinate system with z-axis in the
direction 6,, ¢, becomes

26() = (252D} Volo = e woslo — e osBE . (1070

This can be seen by studying Fig. 10.15 and Fig. 10.16¢c.The proof is left as an exercise. We
see that the beamwidth broaden as 1/cos6, in the plane of scan ¢, when the scan angle 6,
increases. There is no beam broadening in the plane orthogonal to the scan plane.

10.3.4 Grating-lobes

The array factor has also maxima when

2

2m
kxp = ko, +p@ ; kyq = ko, + qd—y , (10.77)
for p = +1,+2,... and ¢ = +1, 42, ..., which corresponds to
sin 0,4 cos @pq = sinf, cos ¢, + Py
v (10.78)

sin Opq sin @pq = sinf, sing, + T; -
y
These are grating-lobes. The locations of the grating-lobes appear with equal spacing on
a rectangular grid in a plane with wwv-coordinates u = sinfcosp and v = sinfsinp (see
Fig. 10.16). The shape of the main lobe and grating-lobes is determined by A (k. —kxp, ky —kyq)
and can be plotted as contours around the directions in (10.78).

12 See the discussion at the end of Section 10.1.3.
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Figure 10.16: Ilustration of grating-lobe locations in array with circular aperture and rectangular
grid. (a) Element factor. The contours show the level in dB relative to broadside. (b) Array factor.
The contour illustrate the circular beamwidth. (c) Combined array and element factors (the grey
tone illustrates modification of level due to element pattern).
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Let us take a look at the first grating-lobe in the diagonal plane of the unit cell of the array.
The diagonal plane of the element geometry is defined by ¢ = arctan(d,/d,), whereas it is
clear that the corresponding first grating-lobes appear in the complementary diagonal planes
defined by ¢ = farctan(d;/dy,). This is surprising, and important. The level of all the
grating-lobes are determined by the level of the element patterns in their directions relative
to the level of the element pattern in the main lobe direction.

In order to avoid visible grating-lobes, we must require that the grating-lobes are located
outside the circle in Fig. 10.16, for which sinf® = 1, which defines the visible region. The
width of the grating-lobes are about A/D, where D is the diameter of the array in the ¢-plane
of the grating-lobe, so we must typically require that sinf,, > 1 + (A/D) which corresponds
to

A\ A\ A
<sin90 cos @, —l—pd) + (sin@o sin ¢, + qd> >1+ D (10.79)
T Y

in order to avoid any radiation of the grating-lobe into visible space becomes. This sets a
similar requirement for non-radiating grating lobes to the element spacings d, and d,;, as that
in (10.26) for linear arrays. The grating-lobes can also be suppressed by the element factor.
This is clearly seen by the contour plots in Fig. 10.17.

10.3.5 Directivity

The power integral of the planar array is

2m
P= / / ©)|? sin 0dOdyp | (10.80)

where we have assumed that the element factor is zero behind the array, i.e., for 0] > 7/2.
This is true when the array elements are located on a ground plane or in other ways are
unidirectional. There may be some radiation for § > w/2 caused by diffraction from the
ground plane edge, but these effects cannot be accounted for by the array factor expressions
we have derived. Let us now introduce the array factor in (10.71) into (10.80), and do the
following variable substitution,

k, =ksin6 , dk, = kcos0do . (10.81)
Then,'3

27 1
P= / / )|?|AF (K, cos p, k, sin o) |* P eg Gk dk,dyp . (10.82)

For arrays having a large number of elements in both z- and y-directions, the array factor
will be much narrower than the element factor. Then, the array factor in (10.82) may be
considered as a sum of delta functions, so by using (10.71) and (10.82) we may write

2m)?
P = pa)|® ( P 10.
Z|G(0Pq7¢pq)‘ k2 C08 Opg (o, d,y )2 Pq > (10.83)

Pq

13 We have not removed the inverse cos @ factor by the substitution, because this varies slowly compared
to the array factor.
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where the sum is taken over all pgs in the visible region, and

2m

— kxps Ky — kyq) [Pk pdkpde (10.84)

Pq —

with Ky, and kyq the same as in (10.77). We can alternatively write

1 -

Po = G [ 1Ak = b, oy — oy Pdbady (10.85)
visible space

We can extend the integration limits to infinity and use Parseval’s theorem for Fourier trans-
forms in the same way as when we treated the linear arrays. The result is

Ppg = g |A(x, y)|*dudy (10.86)

independent of the values of p and ¢q. The latter integral is only taken over the aperture
area A because the excitation distribution A(z,y) is zero outside A. The area A is assumed
to extend half an element spacing outside the outer elements. Eq. (10.86) is very easy to
evaluate, and makes (10.83) a convenient expression for the power integral.

The directivity can be separated in several different factors by using (10.63), (10.75), (10.83)
and (10.86), according to

D = 47 (|G(8,, ¢,)AF(ksin 6, cos @, , ksin 6, sin ¢, ) - co*|?/P) (1087)
= €grt €08 0, €po1€il Dmax - '
The different factors are the mazimum available directivity
4
Dpax = FA , (10.88)
where A is the aperture area. the aperture illumination efficiency
1 2
en = [ JJ 1Ay (10.89)
the polarization efficiency,
A %2 Ak Ak
€pol = |G(907¢0) - COo | /{'G(Q()?(po) - CO |2 + |G(90,<,00) - Xp |2} ) (1090)

and the grating efficiency,

cosf,
Cgrt = |G(0 07 %o | /{Z|G pqv@pq)‘Q } (10.91)

cos b,
pq

The sum in the latter is taken over all visible grating- and main-lobes. This factor therefore
represents the power lost in the grating-lobes, and it is very accurate [77].

Thus, the directivity of a planar array decreases with cosf, when steered an angle 6, from
broadside. This is due to the projection of the aperture into the observation direction. The
aperture illumination efficiency is the same as that of a plane aperture. It is unity for uniform
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illumination. The grating efficiency accounts for the power loss due to grating-lobes. Note
that all the above formulas are independent of the shape of the aperture, i.e., the contour
of A(z,y). The most common shapes are circular, quadratic or rectangular. Some forms of

A(z,y) for different apertures and aperture distributions are given in Chapter 5.

The directivity can be evaluated quite straightforwardly by using (10.87) and (10.88). For a
rectangular array (i.e., an array with a rectangular aperture) the excitation distribution may
often be separable in z- and y. Then, the double integrals in (10.89) are separable in single
integrals.

10.3.6 Determination of the realized gain

The realized gain G, of an array with equispaced equal element can be determined directly
from the directivity formula in (10.87), by multiplying it with the total radiation efficiency
in (2.98) providing this is the same on all elements. The total radiation efficiency contains
the mismatch factor e, and the radiation efficiency e,ps. This gives

Garr = €r€abs€grt €08 8 €po1€il Dimax - (10.92)

If we know the far-field and efficiency of the embedded element we can always find the correct
far-field of the full array by using the most general sum (10.4). Then, the total available power
is also given by the sum of the power available on all ports of the array, so we can determine
the realized gain of the full array directly from its far-field and the total available power.
The formula will be the same independent of how the ports are excited, i.e., independent of
the values of A, and ®,, in (10.4). This must be stressed that such approach can only be
used when the far-fields of the embedded elements are known including the mutual couplings
and in particular the embedded element efficiency. There is more about this in Section 11.4,
where the realized gain is shown to become very simple when all elements are excited with
the same amplitude and phase, i.e.,

Garr = MNGem, (10.93)

where Gemp is the realized gain of the embedded element.

10.3.7 Example: Design of planar array

We want to design a planar array of equal pyramidal horn antenna elements (with smooth
metal walls). The horns are located side by side as close as possible, and they are excited
with the same amplitude and a linearly varying phase. The element spacing is uniform (but
can be different) in the two principal planes. Assume that we have a loss of 0.5dB due to
radiation into grating-lobes.

a) Determine the aperture widths of the whole array when we require that the directivity
for broadside radiation shall be larger than 40.5dB, and that the main beamwidths in the
two principal planes shall be the same.

b) Determine the element spacing and total number of elements in H-plane, if we require
that we shall be able to phase steer the beam to 30° from broadside without having radiating
grating-lobes.
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c) Assume that the element spacing in E-plane is d,, = 1.98)\. Determine the direction of the
first grating-lobe when the main beam is in the broadside direction.

d) Use a figure in the chapter about horn antennas to determine the level of the grating-lobe
in step ¢) when the horn is very long. Explain.

e) Use the same figure to determine the minimum length of the horn allowed to keep the
grating-lobe level more than about 10dB below the main beam maximum.

f) Use the same figure to estimate how much we can phase steer the beam, of the array in
step e), in E-plane if we require that the grating-lobe level should not be higher than —6dB
relative to the main beam maximum. Explain.

g) Determine the directivity of the array in step f).

SOLUTION:

a) The requirement of equal beamwidths in the E- and H-planes will be satisfied by a
quadratic array. The directivity is given by (10.87). We have (egt),s = —0.5dB and a
uniform excitation gives (em),; = 0dB. Therefore, the directivity without grating-lobes must
be 40.5dB + 0.5dB = 41dB. From (D, = (4n/A*)A = 47(W/)\)?) we get the aperture width

? = /D, /(47) = \/10%1 /(47) = 31.65 .

b) We phase steer to 6§, = 30° from broadside in H-plane. We choose ¢ = 0 as H-plane,
use (10.79) with ¢ = 0 and p = &1. This gives the following condition on the element spacing
in H-plane for avoiding grating-lobes:

A
1+sin6, + -

The total number of elements is N,, = W/d,, = 49.

c) The direction of the first grating-lobe in E-plane (i.e., ¢, = 90°) when the main beam
radiates broadside is

A A
sinf,, =sinf, + — = +— = £0.5051 .
dE dE

This gives 6,, = £30.33° from broadside.

d) The aperture diameter of the horn is equal to the element spacing, b = d,. The first
grating-lobe appears when bsinf/X = 1.98sin(30.33°) = 1.0. In Fig. 8.9 we see that grating-
lobe coincides with the first null of the element pattern for a long horn with constant phase
over the aperture.

e) From Fig. 8.10 we see that we must keep the phase variation A¢ = kb®/(8Lunm) over the
horn aperture smaller than 90° in order to ensure that the first grating-lobe is more than
10dB below the main beam maximum. Thus, as b = 2.98\ we get the minimum horn length

kb 360 - (1.98)%)

Lrn:
hm TSN 890

=196\ .
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f) We use again Fig. 8.10. The spacing between the grating-lobe and the main lobe is \/b
in sin @ space, i.e., 1 in (b/N)sinf space. We can therefore displace an interval of width 1 as
much as we can before the level difference between the two ends of it is 6dB. We find that
we can phase steer to (b/A)sin6, = 0.25, i.e., 6, = 7.25°, before the grating-lobe will be more
than 6dB less than the main beam maximum.

g) The directivity varies with main beam direction 6, according to
D = ngyt - c0s8, - Diax -

The relative level of the grating-lobe of —6dB corresponds to a relative power of 0.25. The
corresponding efficiency reduction becomes by using (10.91) with one radiating grating-lobe
in addition to the main lobe:

1

The directivity becomes (41 — 0.035 — 0.96) dB = —40dB.

10.4 Complementary comments by S. Maci

10.4.1 Embedded element pattern and open-circuit element pat-
tern

The existing publications on array antennas give some alternative descriptions of the far-
field function of array antennas than those given in this chapter. These are summarized
here.

As underlined in Section 10.2, the array design must take into account that the elements are
affected by the mutual coupling to the neighboring elements. The currents on the neighboring
elements, produce a reaction on the element itself that modifies both its current and input
impedance. An N-element array can therefore be regarded as an N-port device with its
own impedance matrix (or, equivalently, admittance or scattering matrix). However, the
knowledge of the N port scattering matrix and the far-field function of the isolated element
is not sufficient to obtain the far-field function of the embedded element. In other words, the
far-field function of the isolated element is in general different from that of the embedded
element.

Assume a Thevenin representation, where each port of an array is fed by a unit voltage with
an internal series impedance. Next, consider the same array, when only one single element in
the array is excited by its voltage source, and all the other elements are passively terminated
in matched loads (i.e., the voltage sources are short-circuited). The far-field function obtained
in the latter case is the so-called embedded element far-field pattern used in the descriptions
in the previous sections. This embedded |GET (#)| of the n-th array element accounts for the
power absorbed by the other elements and provides the far-field function of the whole array
by

> VuGRT(R)elt T (10.94)

n
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where V,, is the voltage excitation of the n-th element, r is the direction of observation and r,,
is the coordinate of the array element location. This corresponds to (10.4) when taking into
account that the far-field functions of each of the embedded elements may be different, and,
in particular, the far-field functions for elements near the edge of the array will be different
from those in the center. We have also introduced a superscript ET to denote that these
far-field functions are for elements that are Embedded and Terminated, to separate then
from the far-fields for the open-circuit case below.

Alternatively, the array can be described by the open-circuit far-field function [8]-[10] of
an embedded element. Note that this is also a far-field of an embedded element, but it is
obtained under a different condition, namely that all the non-excited ports are open-circuited.
We choose to call this an open-circuited embedded far field function, to separate it from the
embedded far-field function used elsewhere in this book. Thus, an embedded far-field function
means by default that all non-excited elements are terminated with the port impedance,
whereas we add the explanatory “open-circuit” term if they are open-circuited.

It is clear that an array never operate with open-circuited ports. However, this concept helps
to understand the assumptions underlying some often encountered approximations. The
open-circuit far-field GOC(#) of a given element in an array is the far-field function obtained
when the element of interest is excited with a unit current source, while all the other elements
are left open-circuited. It is possible to prove that, once all GSC(+) are known, along with
the array impedance (or scattering) matrix [Z,] (or [S,]), the embedded element far-field
functions GET(#) can be obtained for any set of internal impedances of the generators feeding
the array. To this end, define [Z, ] = diag(Z(™) as a diagonal matrix whose diagonal elements
Z™ contains all the array terminations. Then, we get from [8]-[10]

69 = (2. +12.) - [6FT] (10.95)

where [G] means a single column matrix containing the vector far-field function G. Therefore,
the embedded far-field function can be computed from the open-circuited one.

If the array is receiving an incident plane wave E;(f) coming from the direction —t, the
voltages across the terminals can be obtained from the above by applying reciprocity to
the element of interest in its array environment. When the elements are open-circuited or
terminated with the load Z£"), the voltages across the terminal of the n-th element are

2j 2j

VOO = —2E0w) - Eif)  or V= —ZMGIT(E) B,

n Ui

respectively. Both are in full agreement with (2.129). From (10.95) one has
-1
[VL] =1Z,1(12.]+2.]) [VOC] ) (10.96)

where [V] = {Vi}n=1,...,n denote column vectors containing the received voltages. Eq. (10.96)
is consistent with the external characterization of a general N-port network [11]. Self-
contained proof of (10.96) is provided in [12], based on reciprocity concepts from [13].

The currents on the elements that are open-circuited are normally weaker than the currents
on those that are terminated in matched load. There exist “minimum scattering” anten-
nas [14] which scatter very weakly when they are open-circuited. Only a few antennas types
satisfy this condition; among them there are thin dipole antennas, except when they are
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placed in very dense arrays (spacings less than about A/4). When the minimum scattering
approximation holds, an element do not interact with other elements when they are open-
circuited, and the open-circuit far-field function becomes very similar to the isolated-element
far-field function GO (¢), i.e.,

GBO() = GO%%) . (10.97)

This approximation represents a large simplification in array analysis, because the isolated-
element far-field function can often be found analytically, and it is the same for all elements
if the elements are identical. Thus, if (10.97) is satisfied, we can determine the complete
array performance from the isolated element patterns and the mutual impedance matrix.
Otherwise not. Still, in some other cases it may also be possible to do this, such as when
there is very small mutual coupling between the elements.

The open-circuit far-field function corresponds to a short-circuited far-field function for slots
in ground plane. The treatment is equivalent. Slots can be also viewed as “minimum scat-
tering” antenna, in the sense than when they are short-circuited, the only contribution is the
reflection from the smooth infinite ground plane without a slot.

The open-circuit (or short-circuit) far-field function will be equal to the isolated element
far-field function if the elements radiate via a single antenna mode, such as thin dipoles (or
narrow small slots). Then, the shape of the far-field function of the element will be the same
independently of how it is excited, i.e., independent on whether the excitation is via a current
on its port or via mutual coupling.

10.4.2 MoM for infinite periodic array through periodic Green’s
function

For sufficiently large periodic arrays of identical elements [15], infinite-array approaches will
give useful insight into the behavior of the elements. While FEM and FDTD [23] have been
developed for such simulations, we will here explain how this can be simulated by integral-
equation approaches. The main difference with respect to finite-array approaches lies in the
use of periodic Green’s functions, the convergence of which has been the subject of intensive
research.

The infinite array solution can be obtained with the MoM by simply replacing the single
source Green’s function by an infinite series. This series involves the same type of terms,
each term being related to a “copy” of the source in other cells of the array and multiplied by
a phase factor e=/*»m*%o . This phase factor takes into account the linear phase progression
along the array. In other terms, the MoM formulation will have the same formal expression as
for normal Green’s functions, provided the individual element Green’s function is substituted
by the periodic Green’s function

oo

ga(r, k) = Z Gy (T — Ty e ITmn Ko (10.98)

n,m=—oo

Where rp, = md.Xx + nd,y and r = (z,y) are the positions of array point source elements.
This explicit space-domain summation exhibits a poor convergence. It can be converted in a
spectral-domain series by a Poisson summation. For free-space Green’s function, this leads



10.4. COMPLEMENTARY COMMENTS BY S. MACI 366

to _
e*Jkqu‘z‘

ZOO 872 jkypq

kpg =k, + X+ 0y and Fupq = 1/ k% — Kpq - Kpg -
x Yy

Eq. (10.99) is also known as Floquet-Wave (FW) representation of the array Green’s function.
From the expression of k,pq it can be seen that, when both d,, and d,, are smaller than /2 and
|k, | < k only the dominant (0,0 indexed) plane-wave of the series representation is propagating
in z direction, while all the other are attenuated exponentially. If indeed d,, , € (A/2,X), one
higher order backward FW will emerge from cut-off and start to propagate when we increase
|k,|. This corresponds the case in which a grating lobe enters into the visible range.

eI (ko tkec) (10.99)

where

For p and ¢ large, the exponent at the right hand side of (10.99) is of the type e~ Vkpakralz|
which means that the convergence versus p and q is very fast for large |z| and becomes slow
for small values of |z|. This behavior is analogue to that in a single-mode waveguide, in which
only one mode propagates and all the others are in cut-off.

The slow convergence for small |z| is generally referred to as the “on-plane” convergence [19].
Improving the on-plane convergence is important when calculating the mutual coupling of
coplanar elements. There are many techniques being used to speed up the convergence.
One way is to use formulas for series accelerations, like the Shanks formula and the Levin-T
method [20]. Alternative methods are based on a combination of space domain and spectral-
domain approaches, like the Ewald method [21]-[24]. Two-dimensional arrays of point sources
can also be viewed as a subset of 3D arrays, which led to finding a method with exponential
convergence [25]. A detailed review of periodic Green’s functions can be found in [26].

10.4.3 MoM for finite periodic array

The infinite array approach, although important in preliminary design, do neither account for
any desired amplitude variation of the excitation along the array, nor for edge effects due to
the truncation of the infinite size. To overcome this limitation a finite-array analysis [27] can
be carried out by the “windowing” method. This method consists of a windowing done on the
periodic Green’s function in (10.98) within a MoM solution. In other words, in place of using
in the integral equation kernel gq(r,k,), one use g.(r,k,)A(r), where A(r) is the amplitude
excitation distribution function introduced in Section 10.3.2 that follows the port excitations
of the array and is zero outside the array boundary. This leads to equivalent formulations,
one in space domain [27]-[29] if (10.98) is used and the other one in spectral domain [30]
if (10.99) (or an analogous form for multilayer) is used. We note that, since the windowing
function breaks the shift-invariance form of the array Green’s function, each element solved
by MoM provides different currents and then a different embedded element pattern.

Windowing methods provide good accuracy, especially when the effects of the truncation
is moderate, with a numerical complexity that is almost the same as that of the one for
solving a single periodic cell of the array. This means for low edge excitation of the array,
or for co-linear arrays of dipoles. Therefore, research has been devoted to speed up the
calculation of large finite-array or truncated periodic Green’s functions g.(r,k,)U(r) where
ga(r,k,) is represented as in (10.99) and U(r) is 1 inside the array region and 0 outside. This
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is done by the Truncated Floquet Waves (TFW) method. In this method, the edge effect is
represented by UTD-like diffraction of the Floquet Waves in (10.99) at the array truncation.
The diffraction effects can be asymptotically isolated by canonical problems of semi-infinite
arrays [31]-[33] or corners arrays [34]-[35]. For arrays of relatively simple elements, like
slots or dipoles, asymptotic solutions for semi-infinite arrays enabled the representation of
currents resulting from edge effects with the help of basis functions that cover the whole array
domain [36]-[38]. The TFW method can also explain the effects of global oscillation of the
scan impedance along the array, first observed in [39]. This phenomenon can be explained by
interference between the current of the element in infinite arrays and the diffracted Floquet
wave contributions coming form the edges.

Today, the approximate windowing methods are not so much used, despite they are extremely
fast when used in conjunction with TFW expansions. The reason is the strong evolution
of MoM formulations for large problems such as Fast Multiple Methods (FMM) [40]-[41],
Adaptive Integral Method (AIM) [42], Adaptive Cross Approximation (ACA) [43]-[44], and
incomplete QR methods [45]-[46]. These methods are today able to handle array problems
up to dimensions of twenty by twenty wavelengths. Particularly important in this context is
the significant development of non-iterative methods, based on a reduction of the effective
number of unknowns. These methods consist of aggregating basis functions into relatively
small sets defined over every unit cell of the array [47]-[58].

10.5 Practical array antennas

Antenna arrays can be made with almost any types of antenna elements. Many of them
are for military radar applications, and then there is not so much published on the electro-
magnetic design. Common elements in military systems are waveguides [59], waveguide slot
antennas [60]-[62]. Array antennas can also be very wideband such as several dense array
designs in [63], and the one in [64]. Microstrip antenna arrays are common [65], particularly
in base station [66]. They have also the advantage that they can be made conformal [67]-[68].
The production cost can also be made low for helical and spiral arrays [69], and parallel plate
slot arrays [70]. At millimeterwaves the microstrip technology gives too much losses, so it
can be replaced by other planar technologies such as post-wall waveguides [71], also called
Substrate Integrated Waveguides (SIW) [72], and different gap waveguide technologies are
also under development for use at such high frequencies [73]-[75]. The laminated waveguide
is also attractive [76].

10.6 Exercises

1. Linear dipole array: Consider a linear array of 20 transverse dipoles located with an element
spacing of 0.5 wavelengths at 2 GHz. The dipoles are series fed from a straight rigid dielectric-
filled coaxial line (relative permittivity €, = 2.5). The signal is coupled with each dipole via
directional couplers in a way that the amplitude excitation is the same of all dipoles. The
spacing between the directional couplers is the same as the element spacing.

a) Determine the main lobe direction and the beamwidth.
b) Determine the element spacing needed to get broadside radiation.

c) Use the element spacing in step b) and determine the main beam direction at 2.3 GHz.
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2. Linear waveguide slot array: Consider a linear array of 10 longitudinal slots in the broad
wall of a rectangular waveguide. Each slot is weakly coupled to the waveguide and we assume
that all slots are excited by the same forward travelling wave. Further, we assume no reflections
in the waveguide. Every second slot is located on opposite sides of the center line of the wall,
why? The cut-off frequency of the waveguide is 5 GHz.

a) Determine a formula for the element spacing which is needed in order to get the main
beam in the broadside direction. Evaluate this spacing for a frequency of 7 GHz.

b) Find the main beam direction when the spacing is that evaluated in step a) and the
frequency is 8 GHz.

c) Assume that all the elements are excited with equal amplitude. This can in practice be
done by increasing the offset from the center line along the waveguide. What is the beamwidth
between the two first nulls in the radiation pattern in the plane of the waveguide axis. Evaluate
it both at 7 GHz and 8 GHz.

d) Determine the bandwidth of the antenna when we require that the radiation level in the
broadside direction # = 90° should not vary by more than 1dB over the frequency band.

3. Linear microstrip array: Consider an array of rectangular microstrip antennas on a very
thin substrate with high permittivity. The radiation pattern of each single patch can be
approximated as that of two magnetic line currents located at each end of the patch.

a) Assume that the two magnetic line currents are so close that they radiate in the same way
as one single incremental magnetic dipole. What is then the radiation pattern in E-plane?
Sketch it.

b) We want to use the above elements in a vertical linear array to get a double 3 dB beamwidth
of 5° at broadside in the vertical plane with as few elements as possible. How long does the
array need to be?

¢) How many elements do we need in order to avoid grating-lobes when the main lobe points
at broadside?

d) How many elements do we need in order to avoid grating-lobes when the main lobe is
steered to 20° from broadside?

e) What will the relative level of the grating-lobe be if we use the element spacing in step d
and scan to 35°7 Evaluate the grating efficiency in dB.

4. Scan impedance of array of two dipoles: Consider two thin half-wave electric dipoles
located side-by-side with a spacing d = .25\.
a) Assume that each separate dipole is resonant in free space. What is the value of the input
impedance of dipole 1 when dipole 2 is open-circuited?
b) Use Fig. 10.10 to find the value of the input impedance of dipole 1 when dipole 2 is short-
circuited.
¢) Find also the input impedance of dipole 1 when the dipoles are excited by equal amplitude
for broadside radiation. What is the reflection coefficient when we feed both of them by a 752
coaxial line?
d) Assume that we conjugate match the dipoles when they radiate at broadside. (In practice
this can be done by tuning the dipole length to get the scan reactance zero, and using a
quarter-wave transformer to transform the scan resistance to become equal to the characteristic
impedance of the feed line.) We here choose to model this approximately by an equivalent
circuit consisting of a feed line with characteristic impedance equal to the scan resistance at
broadside, and by using a tuned reactance in series with the scan impedance. The latter is
equal to the negative of the scan reactance at broadside. Find the reflection coefficient when
the dipoles are phase-steered to radiate 30° from broadside. Find also the reflection coefficient
when they are phase-steered to the opposite side of broadside.

5. Design of circular planar array: We want to design an array with a circular aperture by
using as few rectangular microstrip elements as possible. The elements are located in a regular
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quadratic grid. The array should be phase-steered to 20° from broadside in all directions. The
frequency is 10 GHz.

a) Determine the diameter of the aperture both in wavelengths and centimeter when we
require that the directivity shall be at least 43 dB over the whole scan range.

b) Determine thereafter the element spacing and the number of elements needed.
c) What is the 3dB beamwidth at broadside?

d) The beam at 20° has an elliptical cross section. Find the minimum and maximum 3 dB
beamwidths. In which planes do they appear?

Design of rectangular planar array: We want to design an array antenna with a rect-
angular aperture by using as few elements as possible. The elements are open rectangular
waveguides in a large ground plane. The waveguide apertures have width w < A and length
I =0.6).

a) We want the 3 dB half-beamwidth of the array to be 1° in H-plane when the array is excited
for broadside radiation. Determine the diameter of the array in H-plane.

b) We want the directivity at broadside to be 45dB. Determine the diameter of the array
and the 3dB beamwidth in E-plane.

c) We want to scan the array out to 60° from broadside in E-plane without grating-lobes.
There is no scanning in H-plane. Determine the required number of elements in both E- and
H-planes.

d) What is the directivity and beamwidth when the beam is scanned to 60° from broadside
in E-plane?

e) Use the number of elements in step c¢) and determine the directivity when the array is
scanned to 75°.

Beamwidth of steered planar array: Derive the expression in equation (10.76) for the
variation of the beamwidth with the main beam direction. It is most simply derived in the
two planes ¢ = ¢, and ¢ = ¢, + 5.

Array of rectangular horns: Consider a large planar array of pyramidal horn antennas with
quadratic apertures with 3\ x 3\ size. The horn is very long, so the phase can be considered
constant over the aperture. Assume that the horns are polarized in y-direction. Assume that
each isolated element is radiating from an infinite ground plane.

a) Write down the expression for the far-field function of each element. Determine the 3dB
beamwidths in E- and H-plane. Draw the location of the first null of the element pattern into
a sin 6 cos ¢, sin sin ¢ diagram.

b) Find the locations of the grating-lobes and draw them into the same diagram.

c) Determine the relative levels of the grating-lobes when the array radiates in the broadside
direction.

d) Determine the relative levels of the grating-lobes when we phase steer the beam in E-plane
to 10° from broadside.

e) Determine the relative levels of the grating-lobes when we phase steer the beam in H-plane
to 10° from broadside.
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Chapter 11

Fundamental limitations on

directivity, array gain and
bandwidth

This chapter deals with the fundamental limitations on directivity, radiation efficiency and
gain of antennas with both single and multiple ports, when the antennas are made of lossless
materials. The mazimum available directivity of large antennas is given by the common
aperture directivity formula. For small antennas, it is given by the directivity of the Huygens
source. These two expressions are combined in a heuristic manner to a continuous maximum
directivity limitation as a function of the diameter of the smallest sphere that can surround
the antenna [1, 2]. The theoretical limitation is plotted together with directivities of antennas
known to have large directivities, and the results are seen to be very close to the heuristic
limit.

The chapter also deals with fundamental limitations of dense arrays. Dense linear arrays can
theoretically be used to provide superdirectivity, but this remains to be proven in practice.
Their claimed superdirectivity is often lower than what can be obtained with optimized
single-port antennas of the same size. Dense arrays also suffer from severe gain reduction
due to strong coupling to the ports of the neighbouring elements. This gain reduction can
be characterized in terms of a decoupling efficiency, also referred to as embedded element
efficiency, and appears as a reduction of the total radiated power. The fundamental property
of this decoupling efficiency is known from classical papers, and it has recently been verified
by measurements in a reverberation chamber and by simulations.

Finally the chapter discusses the fundamental bandwidth limitations of small antennas in
terms of their so-called radiation @-factor. This determines bandwidth limitations for the
following classes of antennas: i) single-resonance-type small antennas, ii) wideband gradual-
transition-type small antennas, and i) wideband cascaded-resonances-type small anten-
nas.
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11.1 Background

Publications on fundamental limitations of small antennas normally study the relation be-
tween the antenna size and its radiation Q-factor [3]-[4]. The Q-factor is originally a measure
of the quality of a narrow band resonator, and it represents the inverse relative bandwidth
of the resonator. For antennas, however, we want normally larger bandwidth so the user-
experienced quality is better if we have a larger bandwidth. Thus, it is always understood
that when dealing with antennas the lower @ the better. The @ is only valid as a charac-
terization method when Q is large, because it is originally based on a series expansion of
frequency variations around the frequency of operation. Therefore, it becomes very ques-
tionable if Q can be used at all to characterize antennas for which it is desirable to have
low Q, because, the accuracy of the characterization method becomes worse when the an-
tenna is better. Also, the overall antenna bandwidth can easily be increased (i.e., @ can be
decreased) by cascading resonance-type antenna elements with small bandwidths (i.e., large
Qs). This makes the radiation @ even more questionable as a fundamental inverse measure
of antenna bandwidth. Nevertheless, we will here explain with reference to [5]: i) How the
radiation @ is related to interpretable quantities such as bandwidth-efficiency product of
single-resonance-type small antennas. i) How it is related to mismatch factor variations,
and tolerance requirements of multiple-resonance-type small antennas. iii) How it is related
to a radiation cut-off frequency of gradual-transition-type small antennas (related to gradual
cut-off of spherical waves).

We will first overview other fundamental limitations that apply to antennas, such as maxi-
mum available directivity of single-port antennas and radiation efficiency of multi-port an-
tennas, and thereafter discuss the practical consequences of the limitations determined by
@-factor and size. The main focus will be on small antennas, but the limitations of large
antennas are overviewed as well because by mistake these limitations often are applied to
small antennas. In particular, the efficiency limitations of multiport antennas for diversity
and MIMO systems! will be overviewed. Their fundamental limitations can be characterized
in terms of the radiation efficiency of each embedded element, i.e., an embedded element
efficiency, and the paper will describe how these limitations are related to the fundamental
limitations of dense arrays outlined in [6], [7] and [8]. This will be described by an exam-
ple. The chapter will also discuss the limitations that apply when dense arrays are used to
generate superdirectivity [9]-[10].

11.2 Maximum directivity of single-port antennas

11.2.1 Large antennas

The mazimum available directivity of a large antenna covering a planar area A is well known

to be given by
4
Do, = 334 - (11.1)
This formula is only valid when the cross section of the area A is large in terms of wavelength.
In practice, it applies to areas with diameters typically larger than three wavelengths. The

1 See Section 3.3.3.
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Figure 11.1: Fundamental directivity limitations of large antenna (dotted steep line), small single-
port antennas (dotted horizontal line), and heuristically combined to a curve valid for any antenna
size (solid line), together with directivities of some theoretical and practical antennas (squares), all
as a function of the diameter of the smallest sphere that can enclose the antenna including its ground
plane (if any).

formula applies both to large apertures and array antennas. The formula is sometime used
also as a directivity limitation of small antennas, but this is wrong as explained in the next
section. We will herein use the formula in (11.1) as a limitation also in terms of the size of
the minimum sphere that can surround the antenna. If this sphere has a diameter D, we will

use the following expression
INE
o= 2] wa

A

which agrees with the maximum directivity of a large circular planar aperture. This approach
is justified by reference [11], which shows that the maximum available directivity of sources
inside a large sphere of radius R approaches Do, in (11.2) for large R (R = D/2). The result
in [11] contains also small R corrections to Do, , but these do not converge to the known
4.8dBi directivity of the incremental Huygens source, see Subsection 11.2.2.
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11.2.2 Small antennas

Short electric dipole antennas have a directivity of D = 1.5 = 1.8dBi, independent of the
thickness and length of the wire as long as both are much shorter than half a wavelength,
see Section 5.1.4. Similarly, small electric loop antennas (representing incrementally small
magnetic currents) have 1.8 dBi directivity as well. It is very simple to theoretically construct
a small antenna that has 4.8 dBi directivity even in free space without ground plane. This is
the so-called Huygens source that consists of both a short electric and a short magnetic dipole,
see Section 4.4.3. The incremental electric dipole excites the basic spherical TM mode, and the
incremental magnetic dipole excites the basic TE mode. It is easy to show that the Huygens
source represents the specific combination of the short electric and magnetic dipoles that
maximizes the directivity. Such a Huygens source can in practice be constructed from wires
by combining an electric dipole antenna and a loop antenna. Thus, the maximum available
directivity of small antennas is 4.8 dBi. Many practical small antennas show directivities close
to this, such as, e.g., the inverted F antennas. The half-wave dipole in free space has 2.2 dBi
directivity, which is 2.6 dB below the 4.8 dBi limit for even smaller antennas.

11.2.3 Heuristic combination valid for any antenna size

The maximum available directivity of antennas that are neither large nor small in terms of
wavelengths is not explicitly known. Therefore, we herein present a way of combining the two
above-mentioned maximum directivities in a heuristic manner to get a formula that can be
used for all antenna sizes. The following power addition formula seems reasonable:

D12
DOmax = |:A:| +3 3
(11.3)

mD\?
{Domax}dBi =10 log [(}\) + 3

The limitations of large antennas, small antennas and this heuristic combination of them
are all plotted in Fig. 11.1. The directivities of some directive practical antennas that are
between 0.2 and 4\ in diameter are also shown. These are the closely spaced folded Yagi
antenna in [12] and the electrically small Yagi in [13], the helix antenna and two short backfire
antennas found in [14]%, as well as two resonant reflector antennas with dimensions found
in [15]3, and the so-called Eleven antenna in [16]%. The antennas are designed to obtain as
high directivity as possible using numerical methods, and the resulting directivities are very
close to the new heuristic limit introduced by (11.3). The electrically small Yagi has even
0.38dB higher directivity than (11.3), but the reference for it provide only simulated results,
so there may be numerical uncertainties. Also, [13] gives lower experimental directivities of
similar antennas. Furthermore, there is no theoretical foundation for our heuristic formula
in the intermediate range 0.2\ < 2a < 2\, so it could happen that some practical antennas

2 Backfire antennas make use of strong multiple reflections between one large and one small reflecting
plate to increase directivity.

3 They are making use of weaker multiple reflections between a paraboloidal reflector and its feed to
increase the directivity.

4 The eleven antenna consists in its simplest narrowband solution of two parallel dipoles over a small
ground plane.
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have slightly higher directivity. All the above examples given in [14]-[16] have been verified
by measurements.

11.2.4 Small antennas on large ground planes

Short cavity-backed slot in an infinite ground plane radiates like a magnetic current, but
only on one side of the ground plane, and the radiation pattern on the radiating side is not
affected by the ground plane, so the directivity is the double of that of a short magnetic
current in free space (3dB higher), i.e., D, =2-1.5 = 3 = 4.8dBi. Short vertical monopole on
a ground plane has also 4.8 dBi directivity, of the same reason. In practice these directivities
are high also for quite small ground planes.

Thus, it is possible to make small antennas on large ground planes that have higher di-
rectivities than 4.8dBi. For example, the directivity of a small horizontal dipole above a
large ground plane approaches 8.8dBi, see, e.g., [4]. However, when we include the size of
the ground plane in the definition of the smallest sphere, the directivities of such antennas
will normally not come close to the limiting curve in (11.3). An exception is the eleven an-
tenna [7]. This consists in its basic configuration of two parallel dipoles spaced by 0.5\ and
located about 0.15X\ over a ground plane. It has 11dBi directivity when the square ground
plane is wider than 0.7\, which gives a minimum sphere radius of 1.03\. This is only 0.3dB
below the limiting curve.

11.2.5 Planar array antennas

In practice the above formulas apply also to regular antenna arrays when the elements are
combined to one port with a passive combination network, but only if the aperture area A
of the array is defined by (Section 10.3.2)

A= Md,Nd, (11.4)

where M (N) is the number of elements in z-direction (y-direction), and d, (d,) is the
element spacing in z-direction (y-direction), and the element spacings are small enough to
avoid grating-lobes (normally d, < A and d, < X are sufficient for broadside radiating arrays).
Very small array antennas that can be located within spheres or diameter smaller than 0.5\
may easily have directivities up to 4.8 dBi, in the same way as small single-port antennas can
have this.

Eq. (11.4) is valid for a rectangular planar array, but we can readily define an equivalent
diameter of a circular array with the same area, i.e.,

D =2\/Md.Nd,/= . (11.5)

This array is then governed by the directivity limit in (11.3). The definitions in (11.4) are
illustrated in Fig. 11.2. The radiating elements are illustrated by the solid lines (dipoles
or narrow slots). Note that the definition of the area and equivalent diameter of the array
include the whole unit cell of the edge elements, even if the radiating element itself does not
fill the dashed unit cell. This is very important for the mazximum available gain formula to
be used for arrays.
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Figure 11.2: Example of planar array geometry. (a) Definition of unit cell of an element in a regular
planar array. (b) Illustration of the definition of the aperture areas in (11.3) of planar arrays with
rectangular aperture shapes. The radiating elements are illustrated by thick solid lines indicating
narrow waveguide apertures, and the unit cells of the grid are illustrated as dashed boxes. (c)
Nlustration of the numbering of the elements used in (11.6) for a 4 x 4 array. (d) The S-parameters
of elements 5, 6, 7 and 8 when element 7 is excited.

11.2.6 Superdirectivity

R. C. Hansen uses the following conservative definition of superdirectivity [10]:

“A wuseful operational definition of antenna superdirectivity (formerly called supergain) is
directivity higher than that obtained with the same antenna configuration uniformly exci-
ted (constant amplitude and linear phase). FExcessive array superdirectivity inflicts major
problems in low radiation resistance (hence low efficiency), sensitive excitation and posi-
tion tolerances, and narrow bandwidth. Superdirectivity applies in principle to arrays of
isotropic elements although, of course, actual antenna arrays are composed of nonisotropic
elements”.

Thus, what is left after these restrictions is merely a concept of theoretical interest. Therefore,
superdirective antennas have also only been reported theoretically, and the most “promising”
publications are related to endfire linear arrays. However, publications on such theoretical
superdirective linear arrays report actually much lower directivity than the maximum avail-
able directivity of an optimum more planar antenna structure radiating from within the same
minimum surrounding sphere. This can be seen by comparing the limiting curve in Fig. 11.1
with the results in [10, Tables I and II]. There is one exception: According to [10, Table III]
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a superdirective short endfire array of 0.5\ length can have 5.66 dBi directivity, if it is made
of 9 elements with 0.0625X element spacing. However, the reported Q = 1.7-10** corresponds
to a relative bandwidth of 1/Q = 0.6 - 10~'4, which is completely useless. Also, it seems that
the embedded element efficiency has not been taken into account in the simulations.

Modern computers make it easier to produce simulated results with realistic vector current
sources. It can easily be shown that two small dipoles in a closely spaced (<« A) array, fed 180°
out-of-phase achieve a directivity of ~ 5.8 dBi. If the phase of one element is adjusted slightly
away from 180°, the array can operate in a superdirectivity mode and achieve a directivity of
~ 7.2dBi [17]. These directivities are above the limit of the heuristic formula in (11.3), and
this array shows also superdirectivity according to Hansen’s definition.

Arrays with such small element spacing will in practice suffer from large coupling losses caus-
ing a low decoupling efficiency, see Section 11.3. See also [18] where the decoupling efficiency
of a single element, referred to as the embedded element efficiency, has been measured for
a dense Vivaldi array. In principle, all dense arrays suffer from limitations due to mutual
coupling [6]-[8], and this mutual coupling can only be correctly accounted for by properly
including source impedances of the exciting sources on all excited ports and dummy loads
at not excited ports. Unfortunately, it seems that the existing work on superdirectivity till
now does not include source impedances, even though it readily can be included in the oth-
erwise complete formulation in [9]. Such practice can give very erroneous results because
without source impedances, it is possible to enforce any excitation on the elements of an
array, whereas with source impedances the excitations will be affected by the excitations on
neighboring ports so that they cannot be fully controlled. This can be characterized by the
general decoupling efficiency in (11.9). In practice it may not at all be possible to excite
arrays for superdirectivity with realistic source impedances.

11.3 Embedded element efficiency of arrays

11.3.1 Single-port antennas

The radiation efficiency of single-port small antennas can be large if they are made of low
loss materials. However, the losses due to using lossy materials in small antennas may often
appear larger than expected when compared to using the same materials in larger antennas.
The reason is that small antennas are based on radiation at resonance, which makes the waves
bounce back and forth inside the material many times before leaving the antenna.

11.3.2 Multi-port antennas

Small arrays for diversity and MIMO systems may suffer from strong mutual coupling between
the antenna elements. They are different from classical arrays in the sense that the phase
and amplitude excitations (both in transmitting and receiving mode) of the elements are
dynamically adjusted to match the statistical field variations in the environment®. Therefore,
they cannot be impedance matched for one specific excitation. Each single element are used
more or less independently of each other, and therefore they have to be analyzed in their

5 This is done digitally inside the signal processor, but it corresponds to changing the excitation.
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embedded situation, when only one element is excited and the others are terminated with the
port impedances. Therefore, there exists a degradation of the embedded element efficiency
caused by absorption in the source impedances or loads connected to the other element ports.
This efficiency was introduced for diversity and MIMO arrays in Section 3.3.3.

The embedded element efficiencies needed to characterize MIMO arrays represent a funda-
mental limitation caused by mutual coupling. The simplest expression for the embedded
radiation efficiency of port j in an antenna array with MN elements is®

MN

(eemb)j =1- Z |Sij|2 5 (116)
=1

where S;; is the S-parameter between ports ¢ and j, respectively. The numbering convention
used in this equation is illustrated in Fig. 11.2. Such fundamentally limiting radiation effi-
ciencies are also present in large classical arrays for producing narrow beams’. The embedded
efficiency becomes very low only if the element spacing is very small, such as in dense arrays
for multiple beams. Then, this limitation is known as Steins’s limit with reference to [6]®
and is also thoroughly treated in [7].

In a classical array, the embedded element efficiency can be seen as the ratio between the
realized gain per element of the array and the directivity of one embedded element [7]. For
small element spacings, the embedded element pattern is known to have a cos(d) shape [7]°.
When the radiation intensity varies as cos(f) over half space, the power integral in (2.65)
becomes

/2
P=2ﬂ'/ cosfsinfdf = w .
0

Thus, the corresponding directivity of the embedded element is Demp, = 47 /7 = 4, i.e., 6dBi.

The maximum available gain per element of a large array can be found, by using (11.1),
giving

Dy dy d

Gemp = =22 —yp -2 Y 11.7

emb MN u A N ( )

This means that the embedded element will have a maximum available radiation efficiency

of
CVVemb dw dy

€omb = =r—-= 11.8

emb Demb T A A ( )

in a dense array, under the assumption that the directivity always is 6dBi or larger. This

result originates from the discussions in Hannan’s paper [7], see also [19]. It is an asymptote

valid for both d, and d, being small. Therefore, we will refer to (11.8) as Hannan’s asymptote,

representing the maximum available embedded element efficiency for a dense array. The term

embedded efliciency is justified as long as eemn < 1, corresponding to both d, and d, being

smaller than 1/4/7A = 0.56), at the same time. The embedded element efficiency has also

been measured for a singly-excited element in a dense focal-plane array [18, Fig. 11]. It

becomes very small for small element spacings, and is already eemp = 7/4 = 79% for planar

arrays with 0.5\ element spacing [7]. The embedded element efficiency has contributions

6 Same as Eq. (3.8).

7 See Section 11.4.

8 This name was proposed in [8].

9 This is due to the cos(f) projection of the aperture area.
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both from reflections at the singly-excited port, and from lost power coupled into the ports
of neighboring elements. The latter is normally the larger.

When many ports are excited, the embedded element efficiency becomes instead a general
decoupling efficiency. For an array with M N antenna ports in total, of which a subarray
of (MN)exc (< MN) ports are used to generate the beam, the decoupling efficiency becomes

MN)exe

MN (
Prad Pdc 2
edC:E::l_RnC:l_ 2;“71'/

‘aj‘Q )
i= j=1
N (11.9)

bi = Z Sija]' s
7j=1

where P..q is the radiated power, Py is the total power lost in the terminations on the ports!©,
and Py, is the sum of the incident powers on all (M N)ex excited ports of the antenna. Further
la;j|? is the forward power incident on an excited port j, |b;|* is the backward power leaving
any port ¢, and S;; is the usual scattering matrix element between the ports ¢ and j when
all the other ports are match-terminated. Hence, MN — (M N)ex. ports are unexcited. This
efficiency plays a major role when characterizing focal plane arrays [18].

11.4 Gain limitations of regular antenna arrays

The embedded element efficiency plays via (11.8) a major gain-limiting role of dense regular
array antennas, in the same way as the grating efficiency in (10.42) does for sparse arrays [20].
The following example illustrates this. With regular arrays we mean here an array with
elements in a regular grid with element spacings d, in z-direction and d, in y-direction, as
illustrated in Fig. 11.2.

The example is an array of 32 x 32 open-ended waveguides, each with aperture dimensions
a = 0.505\ and b = 0.067\ along z- and y-directions, respectively. Thus, M = 32 and N = 32
in Fig. 11.2. The element spacing is fixed to d, = 0.67X in a-direction (H-plane) and it varies
from 0.1A to 10X in y-direction (E-plane). Thus, when the element spacing is 0.1, the slots
are located very close to each other, and when the element spacing is 10\ they are located
very far apart.

The total area of the array is given by (11.4), and the maximum available directivity of
this area is given by (11.1). This is the straight solid diagonal line plotted in Fig. 11.3
marked “mazimum available”. This represents of course also the maximum available realized
gain.

The realized gain of the whole array and its elements have been found by three different
numerical approaches for each d,, by using a commercial full wave code. The term full wave
means that no approximations have been used in the simulation methods, except for the
numerical discretization. The three approaches are:

10 This includes the source impedances on the excited ports.
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Figure 11.3: Realized gain of 32 x 32 element regular array of open-ended waveguides in infinite
ground plane when the element spacing in H-plane is d, = 0.67\ for different element spacings in
E-plane, evaluated by different methods.

a) Infinite array approach This means simulating a unit cell of the array with periodic
boundary conditions. This corresponds to exciting all waveguide elements with the same
amplitude and phase. The actual finiteness of the arrays due to the 32 x 32 elements is taken
into account by a truncation of the infinite array, neglecting so-called edge effects. This
means that elements close to the edge of the arrays are assumed to radiate the same way as
any other element. The approach is known to be very accurate for large arrays like this, both
regarding the input S-parameter (being equal for all elements) and the far-field function of
the whole array. The realized gain is plotted as the curve marked “infinite array approach”
in Fig. 11.3.

b) Embedded element approach An element in the center of the array is simulated when (in
principle) all the other elements are present and terminated. Our elements are rectangular
waveguides, so a termination means that there is an ideally matched load at the end of the
waveguide. The results of the simulation are the far-field function, directivity, and realized
gain Gemp Of the embedded element. The realized gain of the total array is

Garr = MNGcmb . (1110)

This is plotted as the curved marked with “MN x embedded element gain” in Fig. 11.3. The
curve is seen to be almost identical to the “infinite array approach”, which it should be. The
discrepancies when d, is between 0.3\ and 0.8 are due to the numerical accuracy.

c) Isolated element approach This is one open-ended waveguide in an infinite ground plane.
The results are its input S-parameter, far-field function, and realized gain Giso. An approxi-
mate array gain can be obtained from

Garr = MNGiso . (1111)
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The result is shown as the curve called “asymptote from isolated element gain” in Fig. 11.3.
The directivity of the isolated element can in our case also be found analytically to be 5.2 dBi
by using equations (5.82) and (5.85).

Fig. 11.3 shows that the computed realized gain with the infinite array method approaches
the isolated element asymptote in a slow and periodic manner for large d,. The slow conver-
gence is due to all the grating-lobes appearing with periodic intervals when d,, is larger than
1A', They have a large effect in E-plane because the isolated element pattern of a slot is om-
nidirectional in E-plane. Each new grating-lobe causes a sudden reduction in gain. Therefore,
the graph shows dips that appear with regular intervals when d,, increases, corresponding to
the sudden appearance of grating-lobes along the array in E-plane.

The effect on the array gain due to the sudden appearance of grating-lobes can easily be mod-
eled by multiplying the maximum available realized gain by the grating efficiency in (10.42),
ie.,

When evaluating this we assume that the far-field function of an isolated slot is uniform
in E-plane (see (5.82) and (5.85)), and then the expression becomes completely analytical
and can be evaluated very easily. The result is the curve marked “mazimum with grating
efficiency” in Fig. 11.3. We see that this is able to model the periodic variation of realized
gain very well, except precisely at d,/X for which the grating-lobes suddenly appears, i.e.,
at each multiple of wavelengths. Therefore, the grating efficiency in (10.42) gives a good
understanding of losses in directivity and realized gain due to grating-lobes.

Let us look more carefully at the realized gain for small element spacing d, /), or rather the
related embedded element efficiency. Fig. 11.4 shows embedded element efficiencies evaluated
in different ways. They are evaluated by Hannan’s asymptotic formula in (11.8), and by using
the definition of the embedded element efficiency for a lossless multi-port antenna in (11.6).
The latter is evaluated numerically “from all S-parameters”, resulting from the simulations
with the embedded element approach in b) above. Fig. 11.4 also shows the embedded element
efficiency when we correct Hannan’s asymptote by the mismatch factor of the fully-excited
array, i.e., the mismatch factor when all elements are equally excited. The forth curve is
marked “gain per element minus 6 dB”. This is obtained by taking the result from the infinite
array approach, dividing it with M N to get the realized gain per element, and removing the
6dB directivity of a single embedded element in a dense array. The latter was found when
deriving (11.8), and originated from Hannan.

The figure shows that Hannan’s asymptote represents the highest efficiency for all d,/\.
Thus, it is the fundamental limiting factor describing the fact that the embedded element
will have low radiation efficiency for dense array. When we correct this with the mismatch
factor we get exactly the same result as obtained from the full wave simulation of “gain per
element minus 6 dB”. This shows that it is very easy to correct for Hannan’s asymptote to
get the actual realized gain in dense regular arrays, but we need to know the Si; of the array
elements for the all-excited case. Finally, we see that the actual embedded element efficiency
evaluated from (11.6) always is lower than the three other results, and approaches them the
smaller dy,/)\ is. Eq. (11.6) can never be larger than unity (0dB) by definition. However,
the three other curves can be larger than unity when the assumptions d, < A and d, < A
for which they are evaluated, are not satisfied. This assumption is implicit also in the full

I According to (10.78).
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Figure 11.4: Embedded element efficiency of the same array as in Fig. 11.3, evaluated by different
accurate and approximate methods.

wave efficiencies when assuming that the directivity of the embedded element is 6 dBi. If the
directivity is larger, the computed value of the embedded element efficiency will be lower and
satisfy the physical requirement of eem, < 1. Thus, it is reasonable to believe that embedded
elements in dense arrays always will have directivities equal to or larger than 6 dBi.

The most important conclusion from Fig. 11.4 is that the embedded element efficiency is a
major factor contributing to the realized gains of dense array antennas. Unfortunately, this
is not so well known, and, e.g., research on superdirectivity has not taken this into account,
although the understanding of this fundamental limiting efficiency dates back to Hannan in
1964 [7].

11.5 Bandwidth limitations due to antenna size

The physical limitations of small antennas have always been of concern to antenna engineers,
often expressed in terms of questions like “How large must an antenna be in order to radiate
efficiently?” or “What is the available bandwidth of a small antenna of a certain size?” The
mutual relation between size and bandwidth has been known since the early days of radio
wave communications. At that time there were no computers and therefore all theoretical
studies were based on mathematical analysis. Similarly, practical designs were entirely based
on experiments without any computational support.

The above facts made it very difficult to predict frequency variation and thereby bandwidth
before the antenna actually was built. However, it was possible to estimate bandwidth by
calculating the so-called @Q-factor from analytical expressions for both the dissipated power
and stored time-averaged energy at the resonance frequency of the antenna [21]-[22]. Such
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approach for estimating frequency dependences was known from prediction of quality of
circuit resonators [23]-[24], which naturally is defined by

Q=1f/2Af), (11.13)

where f, is the resonance frequency and 2Af is the full 3dB bandwidth. It was shown

analytically that this could be determined from

Wave
P )

where Wave is the time averaged stored electric and magnetic energy at f,, and P is the total

dissipated power at f,.

Q=2rf, (11.14)

Half-wave dipoles and slots are resonant by nature, and smaller antennas become resonant
at least after impedance matching by external components. Therefore, (11.14) was used even
to predict Q and relative bandwidth 1/Q of small antennas, by using the radiated power as
the dissipated power P in (11.14) because it appears as losses in the radiation resistor in the
equivalent circuit of the antenna.

It is very difficult to get useful bandwidth out of small antennas, and therefore the practice
of evaluating Q-factors lend itself to studying fundamental bandwidth limitations of small
antennas. The lowest limiting radiation @ could be evaluated from Maxwell’s equations
without knowing the exact shapes of the antennas [21]-[22]. When studying fundamental
bandwidth limitations of small antennas in terms of the intrinsic radiation Q, it is important
to be aware of the fact that even if Q stands for quality, it is actually the inverse of @ and the
radiation efficiency that represents the quality when dealing with antennas. Therefore, the
Q term itself is misleading. Still, the treatment of fundamental limitations of small antennas
in terms of their radiation @ is common practice also today [25]-[29].

The Q-limitation is normally expressed in terms of the radius of the smallest sphere that
can enclose the antenna, but recently this has been extended to any limiting shape [29].
Different authors derive different formulas for @, such as one @ for small antennas radiating
circular polarization [30] and another @ for small antennas exciting both TE to r and TM to
r spherical modes with arbitrary polarization [27], where r is the radial direction.

The present section aims explaining what this limiting intrinsic radiation Q means in terms of
practical bandwidth limitations of three different types of small antennas: single-resonance-
type, gradual-transition type, and cascaded-resonances-type. The most important quality
measure of a small antenna, besides its relative bandwidth, is its total radiation efficiency,
i.e., the total radiated power relative to the maximum power available at its terminal when
the antenna is matched to its port impedance. This includes both the mismatch factor and
the radiation efficiency due to dissipation losses. The mismatch factor can be improved by
impedance matching techniques, whereas the dissipation normally is associated with lossy
materials. Small antennas often have low efficiencies and narrow bandwidths [31]. This low
efficiency makes the bandwidth larger than the intrinsic limit, in the same way as a loaded
resonator has smaller Q than an unloaded one. In the case of losses the intrinsic radiation
Q actually becomes a physical limitation on the bandwidth-efficiency product, in agreement
with the theory of unloaded and loaded resonators [24]. In principle there are two basic
approaches for making antennas radiate well:

a) The resonance approach: Small antennas like dipoles and slots have natural electromag-
netic resonances when they are half a wavelength long. These resonance frequencies can
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Figure 11.5: Equivalent circuit for a small electric current antenna such as a short dipole with both
dissipation losses R, and radiation losses Rraq-

be reduced, e.g., by locating materials with high permittivity close to the antenna, but the
bandwidth is reduced. Non-resonant small antennas will normally also be made resonant
by impedance matching them with capacitors or inductors. Furthermore, many resonant
antennas can be cascaded to get a wideband antenna.

b) The gradual transition approach: This is based on changing the geometry gradually from
that of the feeding waveguide or transmission line to a geometry that makes the waves
smoothly transit to free space, such as this is done in, e.g., flared horns (waveguide transition)
and Vivaldi tapered slot antennas (slot line transition).

The limitations of resonance-type antennas can be determined by the inverse-@Q) limitation on
the bandwidth-efficiency product, whereas it is not obvious that the limitations of wideband
gradual-transition type antennas are determined by this. The gradual-transition-type an-
tennas are limited by the intrinsic radiation @Q expression, but that this determines a lowest
frequency of operation rather than an efficiency-bandwidth limitation. This lowest frequency
of operation is the same as the gradual cut-off frequency of spherical waves known from
EM field theory [32], [33]. The size of the surrounding sphere at which this gradual cut-off
appears has also been referred to as a radiansphere [34], [35].

Furthermore, it is well known that the bandwidth of resonance-type antennas can be improved
by making use of several resonances coupled in cascade, as series or parallel resonances. We
will show that ideally any bandwidth can be obtained in such cases, and that the intrinsic
radiation @ instead becomes a measure of how many cascaded-resonances is needed to cover
a certain frequency band.

The results in this chapter are valid for small antennas, but also for “not-so-small” antennas
if only the basic spherical TE or TM to r modes are excited, or both of them.

11.5.1 Intrinsic radiation () for TE, TM and TE&TM

The intrinsic minimum radiation Q of a lossless antenna exciting the basic TM to r spherical
mode was first derived by Chu [21], and repeated later in a different way by Collin and
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Rothschild [22], to be
1 1

QTM = QTE = W + % s (1115)

where a is the radius of the smallest sphere that can surround the antenna and k = 27/
is the wavenumber. This limiting @ is valid for TM case under the assumption given by
the equivalent circuit in Fig. 11.5, that the capacitive impedance of the small antenna (of
electric current type) is tuned out by an external inductance in series with the capacitance.
The Q for TE case is given by the same formula, and can be excited by a magnetic current
such as a slot or small circular electric current ring. These have equivalent circuits in the
form of parallel resonances, and they need to be tuned out by external capacitors. Later
Harrington showed that the Q is a factor 2 lower for circular polarization if two orthogonally
polarized TE and TM spherical modes are excited in quadrature [30]. He derived it using the
same approximations as Chu did for linear polarization. Recently McLean recalculated the @
directly from the fields for both linear and circular polarization [25]. D.H. Kwon [27] showed
that the TE and TM modes also can be combined to a directive linearly polarized pattern
to give the same low @ as for Harrington’s circularly polarized case. This combination of
TE and TM sources actually corresponds to a so-called Huygens source, as given, e.g., in
Section 4.4.3. Actually, any combination by which the basic TE and TM modes are excited
equally strongly will give the same lower intrinsic radiation Q, i.e.,

1 1 2
Qint = Qrperu = 5 ((ka)5 + ka) . (11.16)

This can readily be seen by looking into the derivations in both [27] and [30]. The reason is
that the TE and TM modes are orthogonal, and thereby the power integrals over each one of
them can be added when both are excited.

11.5.2 Single-resonance-type small antennas

We first consider a single-resonance-type antenna. At resonance, the equivalent circuit for a
small electric current element can be simplified as shown in Fig. 11.5, where we have modelled
losses as a resistor R, in series with the radiation resistance R..a. The antenna is matched
at frequency f, by a lossless inductor with an inductance of L = 1/w?C, where w, = 2nf,.
The total input impedance including the matching inductor becomes

W

Zin = Ry R A —~ -
d+ 11, + +ngc

1
11.1

The equivalent circuit is the same as that of a resonator, so it becomes natural to express
Zin in terms of @ and the resonance frequency f, = 1/(2rvLC), in the same way as for
resonators [23], giving

o f

Zin = (Rrad + RL)(l +7Q, ) ) (11'18)

where Q, is the Q at the resonance frequency

1

@ = wy(Read + R, )C
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We see that there are two contributions to this @; from radiation losses in R,.q and from
dissipation in R,. Therefore, it is convenient to separate @, into the intrinsic radiation @
of the antenna, denoted Qin: and the @ contribution due to dissipative losses, denoted @, ,
according to

1 1 1 1 1

1, 1. Ot = 7 Q, - _ 11.19
Qo Qint QL ¢ woRradC £ OJORLC ( )
There are no other approximations in (11.18) and (11.19) other than those represented by
assuming Ryaa, R, , L and C constant in Fig. 11.5.

Let us now assume that the antenna is ideally matched at the resonance frequency to a
transmission line with characteristic impedance Z, = Riaa + R, . Then, the input reflection
coefficient becomes

:n (F=fo) (F£S
 Zn-7, —JQO( 00)( fo)

r = =
Zin‘i‘Z0 2+]Q0 (f;()fo)f"'}fo

11.2
1Q (f;fo)|2 ( 0)
0
P o (f-f) <,
1+ |Q0TO‘
The total radiation efficiency can be expressed as
€tot = €r€rad ,
1
er=1—rPP~ ———py— for (f = fo) < fy
1+Q, Ll v (11.21)
0
Rrad Qo

€rad = =
Rrad + RL Qint ’

where e,q is the radiation efficiency due to dissipation in R, and e, is the mismatch fac-
tor.

We see from (11.20) and (11.21) that @ determines both the ohmic loss efficiency and the
bandwidth of the mismatch factor. It would be convenient to define the bandwidth in terms
of a specific value of e,. We see that when

fo Q,’
the input power reflection coefficient is 0.5 and the mismatch factor —3dB. This means that
the full bandwidth between the —3 dB values becomes
2Af 2

o (11.23)

This may look like it does not agree with (11.13), but it does, because the resonator now has
an external load equal to the internal load, so the @ degrades by a factor 2. If we introduce
the radiation efficiency e;,q in (11.21) we get

IAf 2
—F €rad =

fo Qint ’

(11.24)
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Figure 11.6: The theoretical maximum available relative bandwidth between —3dB points of a
small antenna versus radius of smallest surrounding sphere a for three different radiation efficiencies.

This means that the inverse intrinsic radiation @, i.e., 1/Qint, in (11.16) represents a fun-
damental limitation on the bandwidth-efficiency product of a small single-resonance-type
antenna. Therefore, if we reduce the efficiency by introducing losses, the bandwidth will
increase in such a way that the bandwidth-efficiency product is constant. This means that
we need to know both the bandwidth and efficiency of a small antenna in order to determine
how close it is to the intrinsic size limitation.

The results are plotted in Fig. 11.6 for three values of the radiation efficiency e;,q. We
see that antennas with low radiation efficiency have the potential of larger bandwidth, and
visa versa. The simple approximate limitation formula in (11.24) is valid up to a radius of
a=0.2\.

11.5.3 Wideband gradual-transition-type small antennas

Let us now consider the equivalent circuit in Fig. 11.7, which is the same as that in Fig. 11.5
but without any matching circuit. We will assume that this equivalent circuit is valid over
such a wide and high frequency band that no matching network is required. In other words,
we have been able to impedance match the antenna by gradually adjusting the antenna
geometry so that the basic spherical TE or TM mode is excited, or both. Still, in this way
we cannot remove the low frequency mismatch represented by the capacitance C, due to the
fundamental or intrinsic limitations. Then, if we in the same way as in Section 11.3 use
a characteristic impedance of the feed line of Z, = Riaa + R,, we get the following input
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Figure 11.7: Equivalent circuit for a small electric current antenna with a lower gradual radiation
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Figure 11.8: Illustration of mismatch factor with gradual radiation cut-off for the antenna in
Fig. 11.7. The minimum available gradual radiation cut-off frequency fecut for the lossless curve
is determined by (11.26) and related to the intrinsic radiation @ in (11.15).

reflection coefficient and mismatch factor from (11.20) and (11.21)

f
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(11.25)

ep=1—|r]*=

The radiation efficiency e;aq due to dissipation in R, is the same as before. Note that we
have kept the @ in the expressions, even though we here do not deal with a resonance. This is
convenient, because we are dealing with fundamental limitations that are expressed in terms
of Q. Also, the intrinsic @s in (11.15) and (11.16) have the same 1/f variation for large
frequency as we get from the Q, f,/f variation in (11.25), so the equivalent circuit should be
quite good as a fundamental limitation at least for the lossless case.

We see that the frequency f, at which Q, = 2 in (11.25) plays the role of a gradual radiation
cut-off frequency, at which the most of the available power radiates. To emphasize this
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approach, let us introduce an intrinsic radiation cut-off frequency by setting Q = 2 in (11.15).
This gives
ka=1— Acut = 2ma y fcut = C/Acut s (1126)

where ¢ is the velocity of light. Using e,,q in (11.20) and (11.26), we can express the mismatch
factor in (11.25) as
1

N 1 + |eradfcut/f|2 .

e, in dB is plotted as a function of relative frequency f/feus in Fig. 11.8. We see that in
the lossless case the mismatch factor is —3dB at the frequency of radiation cut-off. We
see also that the apparent gradual cut-off change to lower frequency (i.e., improve) when
the losses increase (mismatch factor decrease). The concept of gradual cut-off is known
from electromagnetic field theory for spherical modes [33] and is also mentioned in [30]. The
gradual cut-off from field equations for spherical TE and TM modes are studied in [33, Sec. 6-
4]. Using this together with [33, Eq. (1-68)-(1-70)] we see that we can at a given radius define
a gradual cut-off frequency at which the real and imaginary parts of the wave impedance are
equal, corresponding to @ = 1. This appears from the approximate figure in [33, Fig. 6-
6] approximately when ka = 1 which is in reasonable agreement with our equations. The
discrepancy may be due to the fact that the @ formula in (11.14) is approximate. Smaller
discrepancy could be obtained by calculating more accurate @Q values using the spherical mode
formulas in [33]. Thus, the gradual cut-off of the mismatch factor of gradual transition-type
antennas is related to the gradual cut-off of spherical modes.

(11.27)

€r

Practical examples of wideband gradual-transition-type antennas are Vivaldi antennas [42],
self-grounded bowtie antennas [43]-[44], dual- and quad-ridge horn antennas [45], and spiral
antennas [46].

11.5.4 Cascaded-resonances-type small antennas

In Section 11.3 it was shown that the bandwidth of a small antenna can be increased by
introducing losses. This is in most applications not acceptable. A more acceptable way is to
make use of multiple resonances that are spaced in frequency in such a way that a continuous
frequency band is obtained. A typical example is the log-periodic dipole array [36]. A
special log-periodic solution in which the radiation appears orthogonal to the log period is
the ”eleven antenna’”, consisting of two half wavelength spaced log-periodic folded dipole
arrays located over a ground plane [37]. In this configuration the bandwidth is increased
upwards by adding more resonant folded dipole pairs without affecting the antenna volume.
The highest frequency limit depends mainly on manufacturing issues as the dipoles and their
feed structure becomes very small. In principle, this technique for increasing bandwidth
would also be desirable in smaller antennas. Therefore, we look into the limitations that
apply to the cascading of several resonances logarithmically displaced in frequency.

We choose to simplify the study to series RLC resonance circuits connected in parallel'2.
The resonance frequencies are scaled by a factor k in a log periodic manner as shown in

Fig. 11.9. The @Q is equal for all resonators and the resistance is fixed to 502, which also is

12 Note we will neglect all kinds of mutual couplings between circuits, but the approach is still useful
for understanding how cascaded-resonances-type antennas behave, which we can judge well after having
experience with the practical design of several eleven antennas [37].
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Figure 11.9: Tllustration of cascaded parallel RLC resonance circuits log-periodically scaled in
frequency to increase the bandwidth over which power is absorbed in the resistors and not reflected

at the input. The resonance frequencies are log-periodically scaled with a factor k, and the @ is the
same for all resonators.

the system impedance. If the scaling factor is very large the antenna will obviously behave
like a multiband antenna with the same number of bands as resonators. However, the scaling
factor can be decreased to make a large continuous band as shown in Fig. 11.10. The optimum
scaling factor depends on the requirement on the mismatch factor. The spacing between the
resonances must be smaller for stricter impedance matching requirements.

The numerical study showed that the mismatch near the edges of the log-periodic array is
different from centrally located resonators. Therefore, the increase of bandwidth is smaller
than what would be expected, see Fig. 11.10. Only the bandwidth of the largest centrally
located band is considered here. A summary of the bandwidths for different numbers of
resonators and different scaling factors is found in [1]. The resistance in the resonators needs
to be changed when the scaling factor is small. This can be understood by considering two
extreme cases. If the scaling factor is large, the bands of different resonators will not affect
each other so that the resistance in each resonator should be 509 for best matching. On
the other hand, if the scaling factor equals 1, the resonance frequencies will be the same for
all resonators. The resistors will then be connected in parallel, and the optimum value will
be 509 times the number of resonators. For choices of scaling factors between these two
extremes, the resistance will be affected mostly by the closest resonators and will need to be
increased a bit to enable matching to the 50Q feed line. Such a detailed study goes beyond
the scope of this section.

By assuming that each resonator has a relative bandwidth which is inversely proportional to
its @, and by equating the upper and lower frequency limits for two adjacent resonators, the
scaling factor can be obtained as:

2048 148 (11.28)

2Q0-¢ Q

where £ is a constant which specifies the required overlap between the bandwidths of each
resonator. It depends on the chosen requirement for the return loss and the smoothness of
the mismatch factor curve. The simulations in [1] show that ¢ ~ 3.3 when a —3dB input
reflection coefficient is required, ¢ ~ 2.1 for —6dB and ¢ ~ 1.6 for —10dB. This means that
a good initial value for k£ can be found from the Q of the resonators, which can then be
subject to further optimization. If the scaling factor is increased too much, the bandwidth
will split in several subbands and thereby cause degradation in the continuous bandwidth.
In practice, the scaling factor should be chosen slightly smaller than the initial value found
from (11.28).

k
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Figure 11.10: Input reflection coefficient and mismatch factor of the cascaded log-periodic resonator
array in Fig. 11.9 for six resonators when k = 1.027 and @ = 60.

The concept of intrinsic @ has also been found to work quite well for estimating limitations
on cascaded-resonances-type antennas, when the resonances are spaced far away from each
other [38]. By definition @ is only valid for each single resonance. However, Fig. 11.11 shows
that the Q of a resonator (and thereby also the intrinsic @ of a single-resonance-type antenna)
determines the number of resonances needed to continuously cover a certain frequency band
when designing cascaded-resonances-type antennas. Therefore, even if the intrinsic Q is
large, corresponding to very small antennas, the overall bandwidth can be made large by
such cascading of log-periodically scaled resonant small antennas. @ = 30 corresponds to a
diameter of the smallest surrounding sphere of 0.1 wavelengths, and Q = 45 corresponds to
0.09 wavelengths.

The intrinsic Q will also determine the slope of the return loss and the mismatch factor at
the lower and upper ends of the operational frequency band and the ripples within the band,
as seen in Fig. 11.10. A larger Q corresponds to larger slope and faster ripples.

11.5.5 Summary

The intrinsic radiation @ is a fundamental limitation on the bandwidth-efficiency product
of a single-resonance-type small antenna, more specifically on the achievable relative —3dB
bandwidth of the mismatch factor times the radiation efficiency. @Q = 2 corresponds to
the lowest available gradual cut-off frequency, foux = c¢/(2ma), of a gradual-transition-type
antenna, and this is the same as the value of the gradual cut-off of basic TE and TM spherical
modes at which the stored energy is equal to the radiated energy. The intrinsic radiation
Q@ determines the number of resonances needed to cover a certain frequency band with a
cascaded-resonances-type small antenna. All these three cases are summarized in Fig. 11.11.
The antenna size is constant in the figure, given in terms of the f.,. Thus, the figure
illustrates the difference in maximum available bandwidth for single- and multiple-resonance
type and gradual-transition type antennas with the same physical size, when they operate at
different frequencies. Notice that the mismatch factor is —3dB for the gradual-cut off case

at f = fcut~
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Figure 11.11: Mismatch factor of different hypothetical antennas of equal physical size in terms
of the radius a of the smallest surrounding sphere, representing the maximum available bandwidth.
The antennas are: A single resonant antenna resonant at f/feut = 1, i.e., @ = 2. A single resonant
antenna resonant at f/f, = 0.1, i.e., @ = 10. A gradual transition antenna with the lowest possible
cut-off, Q@ = 2. A cascaded resonance-type antenna with five resonances, @@ = 2 for each resonance
and k = 2. And, a cascaded resonance-type antenna with five resonances, @ = 10, k = 1.2.

Note that the Q is determined by (11.13) if we know the bandwidth between the —3 dB points
of the mismatch factor, and the relation to the size and radiation efficiency is given by (11.16)
and (11.24). The mismatch factor varies quadratically with frequency around the resonance
f,- Therefore, if we want the bandwidth B corresponding to @ at another dB level (e, )45 of
the mismatch factor e,, we can use the relation

Af  [-3dB
B (eB)dB

11.6 Complementary comments by S. Maci

Some authors define the quality factor by (11.14) rather than by (11.13), but its physical
background is better illustrated by (11.14). There is also an alternative definition using either
Q = 2w,W./P or Q = 2w Wy, /P for We > W,, or Wi, > We, respectively, where We (W,,)
is the average stored electric (magnetic) energy and P is the total dissipated power of the
resonator at the tuning frequency w,. When dealing with antennas, the dissipated power is
assumed to be the sum of ohmic losses in the antenna and radiated power. If this is replaced
by the radiated power only, we get the minimum bound on @, i.e., the intrinsic Q. Indeed,
since W, = Wi, the total energy is 2W, = 2W,, at a tuning frequency w,.

The Chu limit in (11.15) can be found by using two assumptions. First, by assuming that
the field outside the minimum sphere is equal to the dominant spherical TMg; (TEo1) mode,
i.e., the mode excited by an elementary electric (magnetic) dipole. Elementary dipoles are
classical names of what herein is called incremental dipoles. This indeed implies the minimum
reactive energy around the antenna. A further reduction of the intrinsic Q by a factor 2
(see (11.12)) is obtained by exciting TMq; and TEq2 modes simultaneously. This becomes a
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Huygens source, but only for a specific phase and amplitude balance between the two sources.
Second, by using that the energy inside the minimum sphere is zero. This assumption gives
the minimum possible Q. Therefore, in order to arrive as close as possible to the Chu limit
one can design an antenna which radiates almost zero field inside the minimum sphere, for
instance by synthesizing equivalent currents on a small spherical surface [39].

The maximum directivity of an antenna is in [11] derived by a spherical wave expansion,
giving rise to the simple formula

Dy, ~N*+ N,

where N is the maximum radial index of significant spherical harmonics radiated by the
antenna. For any source, this number is related to the minimum sphere. In fact, it can
be seen that the n-indexed Hankel function (which is the radial constituent of the spherical
harmonics) starts to decrease rapidly when its index n surpasses the argument kr. Therefore,
the n-indexed harmonics radiated by any source of radius a with n > ka, contributes only
to the reactive energy very close to the minimum sphere and they are not significant after
moving just a fraction of wavelengths away from the surface of the minimum sphere. This
gives

Dy, ~ (ka)® + ka ,

max

The above expression is accurate for ka > 3. Note that the dominant term of this expression
when the radius a is large, coincides with the one in (11.2).

The minimum sphere of a source is also related to the concept of degrees of freedom (DoF)
of the field. This number can be defined as the sufficient and non-redundant number of
samples of an electromagnetic field on a surface S around the sources, from which one can
fully reconstruct the field within a predetermined error margin. A general way to determine
the DoF is based on the evaluation of the significant singular values of the radiation operator
which maps the currents on a source boundary onto the field radiated on the observation
domain. Since the singular values decrease exponentially after a certain critical value is
reached, the number of DoF is practically independent of the required precision [40]-[41]. If
the observer is at a certain small distance from the sphere, the DoF is equal to the number of
significant TE/TM spherical harmonics radiated by any source inside a minimum sphere. By
analogy with the Shannon theorem, the number of DoF can be seen as two times the surface of
the minimum sphere in terms of half-wavelengths square; namely N, . = 2%/(\/2)? , where %
is the surface of the minimum sphere, and the factor 2 arises from the need of representing the
fields by two orthogonal polarizations. Comparing the last formula with the one of maximum
directivity, it is also seen that the maximum directivity is approximately half the number of
DoF of the field in the full space.
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Appendices

A Derivation of vector integral forms of E- and H-fields

We will here show how the vector integral forms of the E- and H-fields in Section 4.2 can be
derived from the more common vector potentials A and F. The magnetic vector potential is
given as an integral over J(r’) by (4.22). The H-field can be found from A by using

H, = ﬂ dH, ; dH, = (V x (3))dS’ . (A.1)

Applying a known vector identity we can write (A.1) as
TH, = (V) x 3+ 9(V x I))ds’ . (A.2)

where the last term is zero because the differentiation is with respect to the unprimed obser-
vation coordinates, whereas the current is a function of the primed source coordinates only.
Since 1 is a scalar function of R, we get

Cdy dy _ jkR4+1 1
e R e yk[ijR]w (A.3)
which finally gives
. 1
dH, = (J x R)jkC,VdS" ; =14+—] . A4
@RS Gy = 1 (A1)
The electric field is given by (4.25) with F = 0. This gives
1
dE, = —jwupJds’ — jw—ng - (¢J)]dS" . (A.5)

By using a known vector identity we can develop the second term further to get

VIV (@d)] = VI - (Ve) +¢(VI))] . (A.6)
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The last term is zero because the differentiation is with respect to the observation coordinates
whereas the current is a function of the source coordinates only. Further, by using (A.3) we
get

V[V - ()] = V [J SZR} v{,] gﬂ v, )g%u v(?}é) , (A7)

where J, = J-R. The gradient to J - R shall be evaluated by differentiation with respect to
the observation point coordinates. Therefore,

VJ-R)=J - (VR)=1J- (v;R> : (A.8)

By using another known vector identity we get

1 1 1 1. . 1\ 4
Therefore,
. 1 N A
VIJ-R)= E[J - (J-R)R] (A.10)
Furthermore, we need
oy 0% . 5 2 2 .
=" R=-k|1 R. A1l
Vor = ame kR GRE] Y (A-11)

Inserting (A.10) and (A.11) in (A.7) and using —jwu = —jk?/(we) finally gives

dE, = —jnk{JC,, — (J-R)RC,_}vdS’, (A.12)
Ow = |1+ jkR (kR)?} ’ O, { kR (kR)z]

B Useful Series Expansions and Integrals

1
~l—z+a? when r < 1, (B.13)
%-&- x
1+xx1+2:c+2x2 when z < 1, (B.14)
-z
1
e’ =~ 1+x—|—§x2 when z < 1, (B.15)
. 1
e IRA 1 — jkA — §(1m)2 when kA < 1, (B.16)
1
In(l+z)=z— 5332 when z < 1, (B.17)
1
log(1+ ) = (loge)In(1+z) =loge (m — 2x2> when z < 1, (B.18)

V22 + A2~ 2+ %— when A? < 22 | (B.19)
z
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107 = e*M10 ~ (1 4 21n 10) when z < 1/In10 = 0.43 , (B.20)
A =10%5/10 = A (I010)/10 (1 L A 1n10/10) ~ (14 0.234,,) , (B.21)
when A, < 4.3, )
/sin 0df = cosf + C (B.22)
cosfdf = —sinf + C | (B.23)
1
/ef’”” sin(fx + v)dx = eazm [asin(Bz + ) — B cos(Bx +7)] . (B.24)

C Coordinate transformations

We often need to transform between rectangular and spherical coordinate systems. The
following relations between their unit vectors must then be used:

X = sin 6 cos ot + cos@cosg@é —sinpe ,

¥ = sin 0 sin oF + cos O sin b + cos P | (C.25)

z = cos 0t — sin 00

I = sin 0 cos pX + sin fsin py + cos 0z ,
6 = cos 0 cos X + cos fsin ¢y — sin 07 (C.26)
@ = —sinpX + cos py .

The following cross-products are useful:

r= —singpé—cos@cosgotfo ,

X X
yXT = cosapé — cosfsinpp | (C.27)
ZXT=sinfp .

D Useful material parameters

See Table D.1, D.2 and D.3.

Table D.1: Values in free space [1].

Symbol Name Value in free space

n Free space impedance 376.7303 Q2 =~ 1207 Q2

c Velocity of EM waves | 2.99792458 x 10% m/sec
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Table D.2: Relative permittivity e} — je,! = €}.[1 — j tan §] of some dielectric materials. ¢’ is called
the dielectric dissipation factor, ¢ the loss angle, and tan d the loss tangent [2].

Frequency [GHz] 0.1 0.1 3. 3. 25. 25.

Material / Parameter er | tand | e,/ tan e’ tané

Quarts glass (silicon dioxide) 3.78 | .0002 | 3.78 | .00006 | 3.78 | .00025

Polystyrene 2.55 | .0001 | 2.55 | .00033 | 2.54 .0012

Polystyrene foam (0.25% filler) | 1.03 - 1.03 | .0001 | 1.03 -

Magnesium titanat (ceramics) 13.9 | .0005 | 13.8 | .0017 | 13.7 | .0065

Teflon 2.1 .0002 2.1 .00015 | 2.08 .0006

Table D.3: Resistivity in Qcm x 107% and skin depth of some conducting materials at room tem-
perature. The conductivity is one over the resistivity.

Skin depth

Material Resistivity | 100 MHz 1 GHz 10 GHz
Aluminium 2.62 8 pm 2.6 pm 0.8 pm
Copper 1.7241 6.6 um 2.1 pm 0.7 pm
Gold 2.44 7.9 pm 2.5 pm 0.8 pum
Iron 9.71 15.7 pm 5.0 pm 1.6 pm
Silver 1.62 6.4 pm 2.0 pm 0.6 pm
Steel (different kinds) 13-90 18-48 yum | 5.7-15.2 pym | 1.8-4.8 pm

E Bessel functions

The following integrals can be expressed in terms of the Bessel functions J,, J, and J, of
first kind, and where the index denote the zeroth, first and second order:

27
/ 14 <5(¢=%0) 4o = 27.J (a) |
0
2m . . j
/ e,‘]tpe]acos(@*@())dso = Qﬂ'jeijtpo J1 (a) )
0

21
/ €_j2<Pej“COS(‘P_¢0)d<P = —2me 7% J2 (a) :
0

F Equivalent circuits of two-port circuits

A general two-port circuit is shown in Fig. F.1. The circuit itself is of no interest to us, the
only thing that is interesting is how the circuit responds to external sources and loads. Thus,
the two-port is viewed as a “black box” and we deal only with the voltages and currents at
the ports.

Generally we can write relations between the voltages and currents in matrix form as:

Xl — All A12 Y‘l
X2 B A21 A22 1/2 ’
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h L
+ +
i Two—port Vs
- | 5

Figure F.1: Port voltages and currents for a two-port circuit.

where X and Y represent any of the voltages or currents (V;, V,, I, and I,).

The matrix elements can be determined by using the relation:

I WYkt k=1,2=0
It can be shown that we can write down six different matrix relations for the two-port circuit
in Fig. F.1. Often only three of the six possible representations are used and consequently
we restrict ourselves to these three representations. The representations that we will use are
the impedance, admittance and the chain parameters. We will also consider another way to
describe two-ports which is not based on the total voltages and currents but rather on the
scattering of waves in the ports, i.e., the scattering parameters.

F.1 The impedance parameters for a two-port

The impedance parameters for a two-port are defined as:

vl=12 2] e -,

From the matrix relation we obtain the equivalent circuit in Fig. F.2(a).

For a reciprocal two-port (most passive, linear circuits are reciprocal, but not if they contain
a magnetised material such as RF circulators) the Z-matrix is symmetrical, i.e., Z,, = Z,,
(the transpose of the Z-matrix is equal to the matrix itself). Thus, for a reciprocal circuit it
is sufficient to describe the circuit with only three impedance elements, Fig. F.2(b).

It is convenient to use the Z-matrix representation when two two-port circuits are connected
in series, Fig. F.2(c).

For the series connection in Fig. F.2(c) the resulting Z-matrix is given by simple matrix
addition, i.e., [Z] = [Z,] + [Z;]-

F.2 The admittance parameters for a two-port

The admittance parameters for a two-port are defined as:

=B | ] e m=pw

2
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L Ia Ira I
+ + + ¢ :+
Via [Z4] Vau
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Iip Ip
+ +
_ Vig (Z5] Vop _
o o

(c)

Figure F.2: (a) Equivalent circuit for a two-port described by its Z-matrix. (b) Circuit representa-

tion for a reciprocal two-port, T-network. (c) Series connection of two two-ports.
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[1 12

YoV YaVi
(a)

Figure F.3: (a) Equivalent circuit for a two-port described by its Y-matrix. (b) Circuit representa-
tion for a reciprocal two-port, m-network. (c) Parallel connection of two two-ports.
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L Iy Loy Iip Lp I
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Figure F.4: Cascade connection of two two-ports.

From the matrix relation we obtain the equivalent circuit in Fig. F.3(a).

For a reciprocal two-port the Y-matrix is symmetrical, i.e., Y;, = Y,,. Thus, for a recip-
rocal circuit it is sufficient to describe the circuit with only three admittance elements, see
Fig. F.3(b).

It is convenient to use the Y-matrix representation when two two-port circuits are connected
in parallel, see Fig. F.3(c). The resulting Y-matrix is given by simple matrix addition, i.e.,
Y] =Y.+ [Ys]

F.3 The chain parameters for a two-port

The chain parameters for a two-port are defined as:

2)=[e B[] e =mim

1
Note the minus sign for the current T,.
There exists no equivalent circuit representation for the chain parameters.

For a reciprocal two-port the elements in the T-matrix fulfill the following relation: AD—BC =
1 (i.e., the determinant equals unity). For the special case of a reciprocal two-port the inverse
T-matrix will have a simple form and therefore we can express the output quantities in terms
of the input quantities in the following simple way:

v,1_[D -B|[V
-L|  |-C A ||
It is convenient to use the T-matrix representation when two two-ports are connected in

cascade, Fig. F 4.

For the cascade connection in Fig. F.4 the resulting T-matrix is given by simple matrix
multiplication, i.e., [T] = [T,][T5]

F.4 The scattering parameters for a two-port

The scattering parameters are not defined in terms of the total voltages and currents shown
in Fig. F.1 and consequently not one of the six possible representations mentioned before.
The scattering parameters are defined in terms of transmitted and reflected waves at the
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Figure F.5: Transmitted and reflected waves used for the definition of the scattering parameters.

ports, Fig. F.5. The scattering parameters are included here since when measuring the char-
acteristics of a two-port (or N-port), a network analyzer is often used and the analyzer is
designed for measuring the scattering parameters.

The scattering parameters for a two-port are defined as:
- +

The total voltage at a port is equal to the sum of the amplitudes of the transmitted and
reflected waves, and similarly for the currents, thus:

Vi= ViV
L=1If I

where, for a two-port, i = 1...2 and the minus sign for the current is due to the reference
directions. If we assume the impedance in the measuring system connected to the two-port
is the same on both sides of the two-port and equal to Z,, the following relations between
current amplitudes and voltage amplitudes are obtained:

+
]T":Vi 1
b L= V)
Im =3 Z

(=)

Normally the impedance Z, is equal to 50 .

Using the above expressions we can now obtain the following relations between the scattering
parameters and the impedance parameters:

[S] = (2] + Z,[U)) " (12] - Z,[V))

where [U] is the identity matrix and (...)”" means matrix inversion.

F.5 Extension to N-ports

When dealing with N-ports we are here only interested in N-ports with an equal number
of input and output ports, i.e., N-ports with an even number of ports. Thus, we consider
N-ports with 2M ports, where M is an integer number.

In order to distinguish between the input and output ports we start the numbering with the
input ports, i.e., the input ports will have numbers ranging from 1 to M and the output
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Figure F.6: N-port with 2M ports.

ports numbers from M + 1 to 2M. It should be noted that the ports are often connected
unsymmetrically, e.g., the lower nodes of the ports are connected to a common point (the
ground point).

As for the special case of a two-port we can write down the relations between the port voltages
and currents in matrix form, the only difference is that the dimension of the matrix will now
be N by N.

X1 11 A12 1N Y;
2 [ — A21 A22 A2N Y;
N AN1 Ng ANN YN

where X and Y represent any of the port voltages or currents.

The matrix elements can be determined by using the relation:

I Yistjk=1,..n=0

As is clear from the matrix relation above we have many different possibilities to represent an
N-port. However, as for the special case of two-ports we also for this case restrict the number
of representations to three, the impedance, admittance and the chain parameters.
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F.6 The impedance parameters for an N-port

The impedance parameters for an N-port with 2M ports are defined as:

Vi Z, Z, Ziom I,

V, _ Zy, Z,, .. Zoym I,

Vo _Z2Z\/11 Zynis Zy iz 1,
oo [ = ] (2] ]

VAl 2] (2] (L]
T T
where [V1] = [V1 Vz VM] ) [I1] = [I1 Iz I}W} )
T T
[Vz] = [VM+1 VM+2 VzM] ) [Iz} = [IM+1 IM+2 I2IVI] )

for a reciprocal N-port the Z-matrix is symmetrical, i.e., Z;; = Zj;.

The impedance parameters are convenient to use when two N-ports are connected in series.
For the series connection the resulting Z-matrix is given by matrix addition, i.e., [Z] =
(Za]l+1Z5]-

F.7 The admittance parameters for an N-port

The admittance parameters for an N-port with 2M ports are defined as:

I1 Yn Y12 Y—12Z\4 V1

Iz _ Y;1 Y;z )/22]\/1 V2

IQM _}/21\/11 }/21\42 ce YZ’M’.)}W V2M
- [[Lq ] [qu {[VJ}

L Y] Y] (VR
T T
where [Vl] = [V1 Vz VM] ) [Il] = [I1 Iz 1\/[} )
T T
[Vz] = [VM+1 VM+2 s VzM] ) [Iz] = [INI+1 IM+2 I21\4] .

For a reciprocal N-port the Y-matrix is symmetrical, i.e., Y;; = Yj;.

The admittance parameters are convenient to use when two N-ports are connected in parallel.
For the parallel connection the resulting Y-matrix is given by matrix addition, i.e., [Y] =
Yal+ [Y5]-
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F.8 The chain parameters for an N-port

The chain parameters for an N-port with 2M ports are defined as:

Y [ V.
‘/1 T11 T12 e e T12M VM+1
. .2. = T21 ng el e T22M M+2
I _ o e “ e P e oo 7]_
1}4 ! _T2M1 T2Mz oo e TQ]\/IQJVI _zIM—1
" 2M
ie. [[VJ] _ (1A [B]} { [V.] }
1] = e o] =)
T T
where [‘/1] - [‘/1 ‘/Z VM] ’ [Il] = [Il Iz IM] )
T T
V.l = [VM+1 VM+2 VzM] ) L] = [IM+1 IM+2 IzM]

The chain parameters are convenient to use when two N-ports are connected in cascade.
For the cascade connection the resulting T-matrix is given by matrix multiplication, i.e.,
(T] = [TA\)[T5].

F.9 The scattering parameters for an N-port

The scattering parameters for an N-port with 2M ports are defined as:

‘/17 Sll SIQ A Sl2M ‘/1+

V_ 521 522 5221% V+ -

Sl PN | ke V= SIVT
‘/2;/1 S’.’Ml S2M2 S2M2IW ‘/2—1"\_/1

F.10 General relations between matrix representations

Relations between Z & Y

In cases when matrix inversion is not possible the circuit cannot be represented in both
ways.

T
{ZIQ]} _ [[A]-][C]‘1 ([A}-[C]‘L[D]—[B])} 7

[[Zu]

[Z.,]  12.,] [c (€17 D]

|:[A] [B]:| _ |:[Z11] : [Zzl}_l ([Zu] ’ [Z21]_1 : [Z22] - [le])]
[C] [D] [Zzl}_l [Zzl]_l ’ [222] ’

An equal number of input and output ports are assumed.
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Relations between Y & T

[[ Yul Y ]} {[D]-[B]‘1 ([C]—[D]-[F]‘l-[AD} ,

Yol [¥e] —[B]7* (B]7! - [A]
|:[A B:| |: [}/21] 1. [Y;z] _[Y;I]_l ]
D V7 Vo] = YD) =[] IVa ]

An equal number of input and output ports are assumed.

Relations between Z & S
2] = Z,(U] + [SH(U] = [Sh ™",
[S] = (2] + 2,IU]) " (12] - 2,[U))
where [U] is the identity matrix and Z, is the impedance in the measuring system (usually

50Q).

Relations between Y & S

18] = (U] + Z,Y)~H([U] - Z,[¥])

where [U] is the identity matrix and Z, is the impedance in the measuring system (usually
50Q).
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active element pattern, 351 average mode bandwidth, 103
active impedance, 347, 350 AWGN, 108
additive white gaussian noise (AWGN), 108 axial ratio (AR), 27
admittance, 65
AFS, 107 backscatter, 7
ambient temperature, 61 baluns, 167
angle of arrival (AoA), 76 bandwidth, 62
distribution, 76 basis functions, 158
antenna gain, 56, 60 beam efficiency, 45
antenna impedance, 65 beam ports, 71
antenna noise, 60 beam-forming network, 331
AoA, 76 beamwidth, 44
aperture blockage, 321 bitstream, 75
aperture diffraction, 8, 253, 255 bitstreams, 94
aperture distribution (circular) blockage
Gaussian, 248 center of aperture, 321
hybrid mode with phase errors, 285 struts, 321
TE11 mode with phase errors, 281 bodies of revolution (BOR), 6, 16, 21, 48, 267
uniform, 246 BOR, 16
aperture distribution (rectangular) BORO antennas, 49, 140
cosine, 242 BORI1 antennas, 49, 129, 141, 144, 172, 244, 281,
cosine with phase errors, 275 306
uniform, 241 BORI1 relations, 49, 244
uniform with phase error, 272 boresight, 42
aperture efficiency, 58, 239, 241, 310 boundary conditions, 125
aperture illumination taper, 250, 307, 314 brightness temperature, 61
aperture integration, 302 broadside array, 338
array antennas, 3, 330
active, 3 Cassegrain antenna, 311
adaptive, 4 caustic, 5, 9
array factor, 335 caustics, 15
digital beam-forming, 4 CDF, 76
embedded element approach, 383 center blockage, 321
full scan, 331 center blockage efficiency, 321
infinite array approach, 383 CFM, 87
isolated element approach, 331, 383 channel estimation, 86, 88
limited scan, 331 channel state information (CSI), 87, 95, 111
resonant array, 331 coherence bandwidth, 109
signal processing, 4 complex source point (CSP), 258, 260
travelling wave array, 331 conductivity, 125
array factor conjugate field matching (CFM), 87
element-by-element sum, 333, 353 conjugate matched load, 175
Floquet mode sum, 337, 355 conjugate matching, 68, 175
infinite grating-lobe sum, 337, 355 continuity equation, 124
array simulator, 350 contour plots, 40
AUT, 40 contoured-beam antennas, 4, 296

average fading sensitivity (AFS), 107 correlation coefficient, 85
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corrugated conical horn, 266, 284
aperture-controlled, 289
flareangle-controlled, 288
maximum gain horn, 289

corrugated pyramidal horn, 266, 280

corrugated surface, 277
PEC/PMC strip model, 279

cosecant-squared antennas, 4

cosine power n pattern, 50, 314

cross product, 13

CSI, 87, 95, 111

CSP, 258, 260

current density, 10

cylindrical reflector, 326

cylindrical waves, 265

dB, 10
dBi, 42, 43
dBiid, 115
dBR, 92
decorrelation efficiency, 93
decoupling efficiency, 380, 382
diagonalizing the channel matrix, 112
diffraction, 8
diffraction cone, 8
dipole

as BORO antenna, 172

as BOR1 antenna, 172
directive gain, 42-44
directivity, 44, 310

maximum available, 57, 360, 375
directivity longitudinal ¢,-plane, 344
directivity main lobe cone, 344
diversity gain, 91, 93

actual, 92

apparent, 92

effective, 92
diversity in LOS, 116
dot-product, 12
duality between impedances and admittances, 134
duality theorem, 134
dyads, 13

E-plane pattern, 45, 49

edge diffraction, 324

edge diffraction efficiency, 324

effective aperture, 57

effective area
maximum, 175

efficiency
aperture center blockage, 321
decoupling, 380, 382
edge diffraction and blockage, 324
embedded element, 84, 352, 380, 381
embedded radiation, 81
feed, 310, 312
grating, 344, 360
illumination, 313, 360
phase, 255, 313, 318
polarization, 28, 44, 57, 360
polarization sidelobe, 312

radiation, 57, 62
spillover, 310, 312
total radiation, 56, 62, 79, 103
electric field, 10
electromagnetic compatibility (EMC), 99, 193
electromagnetic force, 179
element ports, 71, 381
elliptical polarization, 27
embedded element, 81
efficiency, 84, 352, 380, 381
pattern, 351, 363
embedded element approach, 81, 383
EMC, 99
endfire array, 338
environment, 63
equivalence theorem, 5
equivalent
free space, 138
Huygens, 138, 229, 235
PEC, 137, 232, 264
physical, 138
equivalent circuit, 65, 66

electric and magnetic current distribution, 153

electric current distribution, 151
magnetic current distribution, 152
Norton, 65, 66
reception, 66
Thevenin, 65
transmission, 65

equivalent focal length, 312

fading, 4
complex Gaussian, 76
Rayleigh, 76
far-field, 33
far-field condition, 34
far-field function, 35, 171, 194, 237
factorization of, 171, 237, 238
free space aperture, 238
PEC aperture, 237
far-field region, 133
FDTD, 6, 264
feed efficiency, 310, 312
feed illumination taper, 307, 314
FEM, 6, 264
focal point, 304
formula, 59
forward scattering, 7
Fourier transform, 171
aperture, 237
dipole, 171
slot, 195
Fraunhofer approximation, 37, 133
Fraunhofer condition, 34
free space attenuation, 59
free space equivalent, 138, 234
frequency, 22
frequency scaling, 135
frequency selective surfaces (FSS), 224
Friis transmission equation, 59
FSS, 224
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G/T, 60, 64 independent and identically distributed (i.i.d.), 78,
gain 110
antenna, 56 infinite array approach, 383
directive, 43 input impedance, 65
directivity, 44 integral equation, 156
realized, 56 isolated element approach, 81, 383
Galerkin’s method, 159, 198, 219, 221 isotropic environment, 77
Gaussian beam, 229, 250, 258, 287
8.7 dB radius, 252 leaky wave antennas, 331
beam waist, 258 left-hand circular (LHC) polarization, 27
curved phase-front, 255 line-fed, 204
diffraction cone, 253 line-of-sight (LOS), 75
GO cone, 253 linear arrays
phase center, 253, 254 broadside array, 338
phase efficiency, 255 endfire array, 338, 345
phase slippage, 253 grating efficiency, 344
plane phase-front, 255 grating-lobes, 356
to model corrugated conical horn, 287 main lobe, 338
wavefront curvature, 252 mutual impedance, 348
geometrical optics (GO), 5, 8, 299, 325 scan blindness, 351
GO, 325 scan impedance, 347, 350
gradual radiation cut-off, 391 linear polarization, 24
grating efficiency, 344 loop antenna, 189
grating-lobes resonant, 192
grating efficiency, 344, 360 LOS, 75
in complementary diagonal plane, 358 low noise amplifier (LNA), 62
requirement for non-radiating, 341, 358
Green’s function, 6, 139, 144, 156, 218, 219 magnetic current density, 10, 194
definition of , 123 magnetic current source, 145

magnetic field, 10
maximal ratio combining (MRC), 86, 87, 116
maximum available directivity, 239, 374
Maxwell’s equations, 123
method of moments (MoM), xv, 6, 123, 136, 156, 179,
191, 197, 198, 211, 219, 232, 267

microstrip antennas, 3, 204

aperture-coupled, 204

characteristic impedance, 205

circular polarization, 205

effective permittivity, 205

effective width, 205

impedance line-fed, 215

impedance probe-fed, 216

ground noise, 61
guide wavelength, 205

H-plane pattern, 45, 49
half-wave dipole, 168, 177
Hannan’s asymptote, 381

hard surface, 128, 129

harmonic 1D field problem, 218
hat feed, 326

helical antenna, 190

Hertz dipole, 139

Hill’s power transfer formula, 103
Hill’s transmission equation, 103

horizontal (HOR) polarization, 24 probe-fed, 204
horn antenna:s, 3, 234, 263 transmission line model, 205
Huygens equivalent, 138, 229, 235 two-slot model, 208
Huygens source, 144, 145, 374, 377 MIMO, 4, 75
hybrid mode, 285 MIMO multiplexing, 111
mismatch factor, 57

iid., 78, 110 mixed potential integral equation (MPIE), 222
ideal reference antenna, 91, 115 mode matching, 266
ideal-antenna noise temperature, 61 mode stirring, 100
illumination efficiency, 313, 360 MoM, xv, 6, 123, 136, 156, 179, 191, 197, 198, 211,
imaging, 150, 194 219, 232, 267
impedance monopole, 168

boundary condition, 279 as BORO antenna, 171

transformation along line, 68 MPIE, 222
incremental MRC, 86, 87, 116

electric current, 139, 144 multi-beam antennas, 4, 296

magnetic current, 141, 145 multi-port, 4

incremental source constant, 132, 134 multipath, 75
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multipath environment, 75
multiple reflections, 322

mutual admittance, 150

mutual coupling coefficient, 150
mutual impedance, 148, 150, 159

near-field functions, 133
noise figure, 62
noise temperature, 59, 64

OFDM, 109, 112

omnidirectional antennas, 4

on axis, 42, 44

open-circuit element pattern, 363

orthogonal frequency division multiplexing (OFDM),
109

parabolic cylinders, 326
paraboloidal reflector, 304
paraxial approximation, 250, 269, 273, 276, 282
PEC equivalent, 137, 232, 264
pencil-beam antennas, 4
penetration depth, 125
perfect electric conductor (PEC), 125, 126, 150
perfect magnetic conductor (PMC), 126, 150
permeability, 124
permittivity, 124
phase center, 42, 47, 55, 254, 288, 317
near-field, 253
phase efficiency, 255, 313, 318
phase paths, 9
phase reference point, 37, 42, 46
phase velocity in free space, 23, 132
phase-fronts, 9
physical equivalent, 138
physical optics (PO), 139, 301
planar arrays, 352
array factor, 355
grating-lobes, 356
main lobe, 338
rectangular grid, 352
triangular grid, 352
PO approximation, 139, 301
PO integration, 301, 302, 326
PoD, 108
pointing direction, 44, 57
polarization, 23, 24
circular, 26, 27, 39
co-polar, 23
cross-polar, 23, 28
cross-polar sidelobe, 44
efficiency, 28, 44, 56, 57, 360
horizontal (HOR), 24, 40
Ludwig’s third definition, 39, 49, 144
relative cross-polar level, 44
relative level, 28
sidelobe efficiency, 312
unit vectors, 39
vertical (VER), 24, 40
polarization diversity in LOS, 116
polarization imbalance, 76

polarizer for generating circular polarization, 31
port impedance, 65
power, 22
power allocation
inverse, 113, 114
water-filling, 114, 115
power distribution network, 331
power gain, 56
power integral
aperture, 238
BORI1 antennas, 50
definition, 43, 45
linear array, 343
planar array, 358
rectangular aperture, 241
reflector antenna, 308
power, total radiated, 43, 238
Poynting vector, 22
probability of detection (PoD), 108
probe-fed patch, 211

Q-factor, 385
minimum radiation Q, 387
quality factor, 104

radar equation, 59

radiating near-field region, 34

radiation admittance, 197
slot, 197

radiation cut-off, 391

radiation efficiency, 57, 62

radiation field function, see far-field function

radiation impedance, 65, 178
dipole, 178

radiation integrals, 134

radiation intensity, 36

radiation pattern, 40

radiation resistance, 185, 196
half-wave dipole, 177
short dipole over ground, 185
slot, 196

radome, 63

Rayleigh fading, 76, 102

reaction, 146, 159

reaction integrals, 146

reactive near-field region, 34

receiver noise, 60

reciprocity, 35
relations, 146, 176
theorem, 146

rectangular plots, 40

reflection, 8

reflection coefficient, 57, 65, 69
transformation along line, 68

reflector antennas, 3, 233, 296, 311
axial displacements of feed, 318
Cassegrain, 311
equivalent focal length, 312
paraboloidal reflector, 304

reflector synthesis, 325

refraction, 8
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relative permeability, 125 thin wire approximation, 160, 169, 170, 178
relative permittivity, 125 threshold receiver, 107
replacement relations between electric and magnetic time delay spread, 109
currents, 135 TIS, 107
return loss, 66 tolerances, 62
reverberation chamber, 75, 99 total embedded radiation efficiency, 84
Rice fading, 102 total isotropic sensitivity (TIS), 107
rich isotropic multipath (RIMP), 77 total radiation efficiency, 56, 62, 79, 103
right-hand circular (RHC) polarization, 26 transmission equations
right-hand rule, 13 Friis in free space, 59
RIMP, 77 Hill’s in reverberation chamber, 103
root-mean-square (RMS), 62, 319 transmission formula in multipath, 79
rotationally symmetric antennas (Bodies of Revolu-
tion, BOR), 48 uniqueness theorem, 136
universal radiation pattern, 40, 246, 272, 275, 284,

SC, 86, 89 285
scalar product, 12 BORI1 antenna, uniform illumination, 246
scan blindness, 351 circular aperture, 247
scan element pattern, 351 conical horn, 284
scan impedance, 347 corrugated conical horn, 285
scattering, 7 linear array, uniform excitation, 336
selection combining (SC), 86, 89 rectangular aperture, 243
self-impedance, 149, 159 rectangular horn E-plane, 272
shaped reflectors, 325 rectangular horn H-plane, 275
shielding, 193 truncated Gaussian aperture, 251
short wire antenna, 167 UTD, 5, 8
signal-to-noise ratio, 59, 75 uv-coordinates, 40, 238, 355, 356
simplification relations, 130
singular value decomposition (SVD), 95, 113 vector integral forms of the E- and H-fields, 131
skin depth, 125 vector potential, 129
slot antennas, 3, 193, 200 electric, 129

longitudinal slots, 200 magnetic, 129

transverse slots, 200 vertical (VER) polarization, 24
small antennas voltage, integral definition of, 148

cascaded-resonance-type, 392

gradual-transition-type, 390 wave impedance, 23, 132

single-resonance-type, 388 wavelength, 23, 131
SNR, 75 wavenumber, 23
soft and hard boundary conditions, 128 wire antennas, 3
soft surface, 128, 129, 279, 280, 285
Sommerfeld integral, 222, 260 zero-forcing (ZF), 95, 112
source point singularity, 159, 180 ZF, 95, 112

spectral domain method, 6, 217

spherical waves, 265

spillover efficiency, 310, 312

standard gain horn, 42
directivity of, 277

strut blockage, 321

superdirectivity, 379

superposition, 135

surface normal, 297

surface waves, 280

SVD, 95, 113

symmetric product, 12

system noise temperature, 60

taper
aperture illumination, 250, 307, 314
feed illumination, 307, 314
general, 44

Thevenin equivalent, 66
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